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FOREWORD 
 

Welcome to the Fourth China Summer Workshop on Information Management (CSWIM 2010), 

held in Wuhan, China on June 19-20, 2010.  The purpose of the CSWIM is to create a bridge to 

promote lively exchanges in the area of information systems and management between scholars 

in China and other countries. In particular, CSWIM focuses on creating a unique experience for 

information systems (IS) researchers around the world who would like to communicate and 

collaborate with China-based scholars and study how information systems and technologies 

affect individuals, businesses, organizations, and societies. In the past three workshops 

(Shanghai, 2007; Kunming, 2008; Guangzhou, 2009), approximately 100 participants attended 

each workshop, representing most of the top IS programs in North America, China, and Asia. 

 

The call-for-papers solicited original research papers addressing issues concerning the theory, 

design, development, evaluation, and application of information systems and management.  As a 

research workshop, CSWIM encouraged submissions of research-in-progress that were 

innovative and thought-provoking. Research articles driven by business problems and validated 

with proper research methodologies were in high demand. 

 

In total, 37 papers were presented at CSWIM 2010.  This workshop was an internationally 

representative conference with approximately 2/5 of the papers coming from the US, 2/5 from 

China, and 1/5 from other parts of the world.  

 

CSWIM 2010 Featured (1) one keynote speech: ñSocial Effects in Electronic Commerceò (Dr. 

Ting-Peng Liang, National Chair Professor of Information Management, The National Sun Yat-

sen University, Fellow of the Association for Information Systems) and (2) two panels: 

ñCracking the Hard Nuts: Strategies and Tactics for Publishing in Top-Tier Journals in 

Information Systemsò (Panelists: J. Leon Zhao (Chair), Paulo Goes, Vijay S. Mookerjee, Sumit 

Sarkar, Kwok-Kee Wei and Ping Zhang) and ñThe Future Directions of Information Systems 

Discipline in Chinaò (Panelists: Yaobin Lu (Chair), Lihua Huang, Gang Li, Guihua Nie, and 

Qiang Ye). 

 

We thank the members of the Advisory Committee (Guoqing Chen, Paulo Goes, Alan Hevner, 

Robert Kauffman, Ramayya Krishnan, T.P. Liang, Vijay Mookerjee, Vallabh Sambamurthy, 

Michael Shaw, Olivia R. Liu Sheng, Detmar Straub, Bernard Tan, Kwok-kee Wei and Andrew B. 

Whinston), who gave us advice and encouragement throughout the preparation stages of the 

workshop.  We are grateful to the PC members for their diligent work during the short review 

cycle.  The importance of the Best Paper Award Committee (Yong Tan (Chair), Paulo Goes and 

Zhangxi Lin) cannot be overemphasized; its membersô collective insight, experience, and 

fairness enabled CSWIM 2010 to nominate the best candidates and final winner of the Best 

Paper Award.   

 

Special thanks are owed to the sponsors of CSWIM 2010, including the School of Management, 

Huazhong University of Science & Technology; the College of Management, Georgia Institute 

of Technology; the Alfred Lerner College of Business & Economics, University of Delaware; 

and the Information Systems Society.  
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Furthermore, we would like to thank our Publication Chair and Webmaster Harry Jiannan 

Wang, currently an assistant professor at University of Delaware, for his diligent work in 

customizing and maintaining the conference system. We also want to acknowledge the 

superb service of the Local Arrangement Co-Chairs, Dr. Xuefeng Zhao and Dr. Qiuhong 

Wang, of Huazhong University of Science & Technology, China, whose tireless work made 

it possible to have a successful workshop in Wuhan.  

 

Finally, we would like to acknowledge the contribution and support of the Honorary Chair 

Dr. Jinlong Zhang, Dean of the School of Management, Huazhong University of Science & 

Technology.  Dr. Zhang and his school provided tremendous financial support for CSWIM 

2010. Without him, CSWIM 2010 would not have been a success!  

 

We hope that you enjoyed CSWIM 2010, and that you will remain involved in future CSWIM 

conferences.  Information about CSWIM 2010 is at http://process.lerner.udel.edu/cswim2010. 

 

 

Han Zhang, Georgia Institute of Technology, USA 

Yaobin Lu, Huazhong University of Science & Technology, China 

Co-Chairs of CSWIM 2010 
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Payment Schemes for Internet Advertising: A Tale of Two-sided Information 

Asymmetry1 
 

De Liu Siva Viswanathan 

University of Kentucky University of Maryland 

de.liu@uky.edu sviswana@rhsmith.umd.edu 
 

Abstract 
 

This study examines how the uncertainties facing advertisers about the quality of a publisher and 

the uncertainties facing publishers about the quality of advertisers affect the optimal choice of 

payment schemes (such as pay-per-impression, pay-per-click, and pay-per-sale) in keyword 

auctions. 
 

Keywords: Analytical Modeling, Internet Advertising, Payment Scheme, Auction 

 

1. Motivation  

The growth of digitization has led to the emergence of new business models and pricing 

mechanisms in a wide range of sectors including financial services, consumer retailing, and 

advertising among others. The advertising sector, in particular, has undergone significant changes 

in terms of both the technologies used, as well as the payment mechanisms. Digital technologies 

have improved the targetability (the ability to target individual consumers) as well as the 

measurability (the ability to measure the outcomes) of advertising giving rise to a number of new 

payment schemes that try to cater to the differing needs of publishers as well as advertisers. The 

three most commonly used payment schemes are (i) Pay-per-impression (PPI), wherein 

advertisers are charged for each impression or exposure, (ii) Pay-per-Click (PPC), wherein the 

advertiser pays only when a user clicks on the link, and (iii) Pay-per-Sale (PPS), where in the 

advertisers pay only when a sale, originating from the advertisement, is consummated. As we 

move from PPI to PPS, the payments (i.e., the advertising expenses) are more closely tied to the 

outcomes (i.e., the advertisersô sales and revenue). It is not surprising then that, PPS is often 

considered the holy grail of advertising. However, the predictions that these new payment 

mechanisms (PPC and PPS, in particular) would supplant the more common PPI mechanism 

have not materialized. On the contrary, these different payment mechanisms coexist, with some 

publishers still choosing PPI over PPC and PPS. Given the choice of these three payment 

schemes, this paper examines the optimal choice of payment scheme for a publisher.  

 

2. Modeling Primitives 

We formulate the problem setting as one in which the advertiser's valuation of advertising 

resources (impressions) are determined by (hidden) characteristics of both the publisher and the 

advertiser. The model assumes that the transaction occurs between a single publisher (drawn 

from a pool of publishers) and n advertisers. The publisher has a single advertising slot to offer 

and decides which advertiser will get the slot via an auction. Consumers' respond to the 

advertisement in three successive steps: impressions (I), clicks (C), and sales (S). We focus on 

                                                 
1
Research in progress.  

mailto:sviswana@rhsmith.umd.edu
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the transition from I to C (stage 1) and from C to S (stage 2). The rates of successful transition in 

each stage, denoted by CPI (the click-through rate) and SPC (the conversion rate), are 

determined by both advertiser factors and publisher factors. Specifically, we model the CPI as 

11BA  and SPC as 22BA  , where { }hl AAA 111 ,Í  and { }hl AAA 222 ,Í  represent advertisers' CPI and 

SPC rates and { }hl BBB 111 ,Í  and { }hl BBB 222 ,Í  represent the publisher's CPI and SPC rates 

respectively. Therefore the rate of transitioning from I to S can be decomposed as: 

I I
ClickPer  Sales

22

ImpressionPer Click 

11

ImpressionPer  Sales

2121 BABABBAA ³=
)()'&

 

The rates of the publisher and advertisers (1A , 2A , 1B  and 2B ) are independently drawn from 

their respective pools. We denote 1a  and 2a  as the proportions of stage-1 and stage-2 h-type 

advertisers respectively, and 1b  and 2b  as the proportions of stage-1 and stage-2 h-type 

publishers (in the publisher pool) respectively. An advertiser's valuation for a sale is [ ]vvv ,Í . v  

is advertiser's private information and is distributed according to ()vF  with density ()vf . 

 

The misclassification and the perceived types: The publisher and the advertisers can learn each 

other's rate types with some imperfection. We model this imperfection through the notion of 

misclassification. Specifically, a publisher misclassifies an advertiser's rate type (from l to h or 

from h to l) with probability a. She correctly classifies the advertiser with probability a-1 . 

Similarly, the advertiser misclassifies a publisher with probability b. We also assume all 

advertisers agree on the classification of a publisher. Because of misclassification, the 

proportions of perceived rate types at each stage are different from those of the true types. We 

denote 1
Ĕa  and 2

Ĕa  as the proportion of perceived h-type advertisers at two stages. 

Correspondingly, we use denote { }lh AAA 111
Ĕ,ĔÍ  and { }hl AAA 222

Ĕ,ĔĔÍ  as the expected rates of 

perceived advertiser types at two stages. Naturally, 2....1,ĔĔ =¢¢¢ sAAAA shshslsl . 

 

Auction formats: Each publisher chooses one of the three payment schemes, PPI, PPC, and PPS. 

Under PPI, advertisers are ranked by willingness-to-pay (WTP) per impression. The winner pays 

the second highest price. Under PPC or PPS, the publisher considers advertisers' expected rates 

of clicks or sales when ranking their bids. Specifically, under PPC, advertisers are ranked by 

WTP per click times perceived rate of clicks 1
ĔA . The winner pays the lowest per-click price that 

makes him stay ahead of the next highest advertiser (we call such auction a ñsecond-score 

auction''). Under PPS, advertisers are ranked by WTP per sale times perceived rate of sales (per 

impression) 21
ĔĔAA . Once again, a second-score payment rule applies. 

 

A publisher's choice is a mapping from the publisher's type { }hhhllhll ,,,  to payment schemes. 

Denote m

ttg
21
 as the probability for a publisher with stage-1 type { }hlt ,1Í  and stage-2 type 

{ }hlt ,2Í  to choose a payment scheme { }SCIm ,,Í .  

 

3. Publisher's Revenues under Different Payment Schemes 
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Lemma 1: In the second-score PPI (PPC, PPS) auctions with one slot, the advertisers will bid 

their true unit-valuation.
2
  

 

As a result of Lemma 1, we can characterize the equilibrium winning probabilities under each 

payment scheme ( { }hltt ,, 21 Í  represent the perceived type of a random bidder at stage 1 and 

stage 2 respectively). 

( ) ( ) ( )( )

( ) ( ) ( )( )
( ) ( ) ( )( ) 1

, 21212121

1

, 21212121

1

, 21212121

]ĔĔĔĔĔĔPr[ĔĔ

]Ĕ/ĔĔPr[Ĕ

]/Pr[

21 2121

21 2121

21 2121

-

-

-

ä

ä

ä

=

=

=

n

tt tttt

S

n

tt tttt

C

n

tt tttt

I

AAAAvFAAAAv

AAAAvFAAAAv

AAAvAFAAAvA

f

f

f

 

We denote (note that in PPI, 
2211 2211

Ĕ,Ĕ
tttt AAAA ==  and in PPC, 

22 22
Ĕ

tt AA = ) 

( ) ( )() { } () () ()[ ]vFvvfvJSCImdvvJAAvAAAA
v

v
tt

m

tttt

tt

m

base --=Í= ñä 1,,,,ĔĔĔĔĔĔPr
2111

21

212121

,

fp  

Lemma 2: A publisherôs total expected revenue is given by 

( ) ( )

( ) ( )
( ) S

base

S

t

C

basett

C

tt

I

basetttt

I

BBBB

BBBBBB

BBBBBBBB

CC

IIII

pp

pp

pp

2121

212221

, 21212121

,

Ĕ|ĔPr,

ĔĔ,|Ĕ,ĔPr,

2 22

21 2121

=

=

=

ä

ä

 

 

As can be observed from the above expressions, the revenues can be separated in B -part (B  and 

BĔ's) and the base revenue part. The B -part captures the effect of being misclassified by the 

advertisers and the base revenue captures the impact of misclassifying advertisers. When there is 

no error in classifying advertisers, the base revenue part is equal among three payment schemes. 

With errors in classifying advertisers, the base revenues can be generally ranked as 
S

base

C

base

I

base ppp >> , reflecting the increasing inaccuracy in selecting the best advertiser. The 

efficiency loss under PPC and PPS becomes more prominent as 'n' increases because the error of 

selecting a l-type of advertiser is especially severe when there are many other more qualified 

advertisers. On the other hand, an h-type publisher prefers to being viewed as having a rate of B  

than BĔ (the latter is generally smaller than the former). While the publisher might prefer a 

particular payment scheme for its signaling properties, she has to balance this against the 

potential risk of greater misallocation associated with the payment scheme. Based on the revenue 

formulas, we have the following results about the equilibrium choices of payment schemes. 

 

Proposition 1: 

(1) When there is no error in classifying publishers, all publisher types adopt PPI. 

(2) When there is no error in classifying advertisers, llŸPPI , lhŸPPS, hlŸPPC, and hhŸPPS. 

(3) ll-type and hl-type publishers will never choose PPS. 

(4) hh-type and lh-type publishers must rank PPS and PPC the same way. 

 

                                                 
2
 Due to space limitation, all proofs and derivations are omitted and available upon request. 
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We next discuss the implications of Lemma 2 and Proposition 1. The figures (see Fig. 1, Fig. 2, 

and Fig. 3) illustrate the optimal choice of payment schemes by the publisher as a function of the 

misclassification (error) rates of the advertisers (in the X-axis) as well as the publisher's (Y-axis). 

The optimal choices of payment schemes for lh-type, hl-type, and hh-type publishers are 

illustrated in Fig. 1, Fig. 2, and Fig. 3 respectively. The ll-type's optimal choice is always PPI 

and thus omitted.  

 
Figure 1                               Figure 2 

 
Figure 3 

Recall that a higher-order payment scheme (in the order of PPI Ÿ PPC Ÿ PPS) allows an h-type 

publisher to avoid being misclassified as an l-type but also requires the publisher to estimate 

advertisers' rates which may result in efficiency loss when misclassification occurs. As a result, a 

publisher will ñadvance'' to a higher-order payment scheme only if the benefit from ñseparation'', 

which is enjoyed only by h-type, overcomes the loss of efficiency from misclassifying 

advertisers. An lh-type publisher never chooses PPC (Fig. 1) because it provides her no benefit 

of separating from other types. For a similar reason, an hl-type publisher never chooses PPS (Fig. 

2). An hh-type publisher may choose either payment scheme (Fig. 3). 

 

When advertiser's error rate (in classifying publishers) increases, an h-type publisher is worse off 

under payment schemes where she may be misclassified as an l-type (such as PPI and PPC). This 

explains why when advertisers' error rates increase, the lh-type publisher moves from PPI to PPS, 
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the hl-type moves from PPI to PPC, and the hh-type moves from PPI to PPC and to PPS. When 

the publisher's error rate in classifying advertisers increases, a publisher is worse off under 

payment schemes where she must classify advertisers. This explains why when the publisher's 

own error rate increases, the lh-type publisher moves from PPS to PPI, the hl-type moves from 

PPC to PPI, and the hh-type moves from PPS to PPC and to PPI. 

 

As we indicate earlier, as the number of advertisers 'n' increases, the revenue loss from 

misclassifying advertisers under PPC and PPS is relatively more pronounced. As a result, lh-type, 

hl-type, and hh-type publishers move away from PPC and PPS as 'n' increases. 

 

When the conversion rates of advertisers become more homogeneous (2Al  decreases), lh-type 

and hh-type publishers prefer PPS more because as the advertisers become more homogeneous, 

the loss from misclassifying those decreases. But we also see hl and hh type publishers are 

marginally more likely to offer PPI. This is because similar to the case of increasing 'n', the 

increase of homogeneity among advertisers intensifies competition and makes the 

misclassification error more pronounced, which is in favor of PPI. Similarly, when the click-

through rates of advertisers become more homogeneous (1Al  decreases), lh-type, hl-type, and 

hh-type's preference for PPC and PPS increases relative to PPI because the loss from 

misclassifying advertisers' click-through rates decreases. 

 

When the click-through rates of publishers become more homogeneous (1Bl  decreases), hl-type 

and hh-type publishers prefer PPI more because as the publisher pool becomes more 

homogeneous in click-through rates, the need for high click-through-rate publisher to separate 

decreases. When the conversion rates in the pool of publishers become more homogeneous (2Bl  

decreases), lh and hh type publishers prefer PPS less due to their reduced need for separating. 

 

4. Concluding Remarks 
The above findings have interesting implications for publishers as well as advertisers. As the 

technologies that enable publishers to predict the performance of advertisers improve, advanced 

payment schemes become more popular. High quality publishers are more likely to benefit from 

such technologies as they enable these high quality publishers to separate themselves from the 

pack without much adverse impacts. However, as the demand increases significantly (i.e., as the 

competition among advertisers increases), publishers are more likely to resort to PPI, and have 

little incentive to adopt the more advanced payment schemes (PPC and PPS). For publishers who 

are good at attracting clicks, but not very good at converting these click to sales (search engines, 

for instance), PPC is still the dominant choice, and is unlikely to disappear. Further, in markets 

where conversion rates among advertisers are more homogeneous, PPS is more likely and PPC is 

less likely, while in markets where click-through-rates among advertisers are more homogeneous, 

PPI is less likely and PPC is more likely. On the other hand, in markets where conversion rates 

among publishers are more homogeneous, PPI is more likely and PPS is less likely, while in 

markets where click-through rates among publishers are more homogeneous, PPI is more likely 

and PPC is less likely.  

 

A natural extension of our current analysis is to allow the publisher to offer multiple payment 
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schemes so that advertisers can self-select themselves into different payment schemes. Our 

ongoing work includes an investigation of whether or not the publisher should offer multiple 

payment schemes at the same time and if yes, how the publisher should choose between 

advertisers using different payment schemes.  
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Pricing of Tied Digital Contents and Devices 

Deb Dey 

Ming Fan 

Lin Hao 

University of Washington 

Seattle, WA 98195 

{ddey, mfan, linhao}@uw.edu 

 

Abstract 
 

Media companies are increasingly offering digital content online. In this study, we aim to study 

the following questions: How do consumers value tied products such as digital contents that they 

are likely to buy repeatedly? How do Companies price digital device and contents? We have 

studied pricing strategies for a monopoly provider of digital device and contents. Our results 

suggest the provider would price the contents at marginal price and device higher than marginal 

price when consumers are homogeneous. When there are two types of consumers, the provider 

can develop two pricing plans, still charging marginal price of digital contents for high-demand 

customers, but a higher price for contents for low-demand customers.  

 

Kaywords: digital media, pricing, tying 

 

 

1. Introduction  
Media companies are increasingly offering digital content online. Apple Computer is one of the 

pioneers in selling digital music at its iTunes store. Consumers can buy digital songs and videos 

starting at just 99 cents a piece (Taylor, 2003). With the high speed Internet, Apple, Netflix, 

TiVo and some other companies are providing videos directly to televisions at home. As ñthe last 

bastion of analogò, according to Amazon.comôs founder Jeff Bezos, books will be digitized as 

well (Levy 2007). Amazon.com introduced its popular e-book reader Kindle in 2007 and sells 

digital versions of New York Time best sellers and new releases for just $9.99.  

 

In this study, we aim to study the following questions: How do consumers value tied products 

such as digital contents that they are likely to buy repeatedly? How do Companies price digital 

device and contents?  

 

2. Monopoly Market  
In the monopoly case, a firm sells both the digital device and the digital contents. The contents 

and the digital device are tied, which means that the firm makes the sale of the digital contents, 

e.g. e-books, conditional upon the purchasers also buying the device, e.g. Kindle, from the same 

firm. The contents can only be played at the tied digital device and the major function of the 

digital device is to play the digital contents.  
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We let the unit price of digital contents to be . Following Laffont et.al (1998), we assume the 

demand function for digital contents has a constant elasticity: 

 

where  is the elasticity of demand and  and .  Thus, the price function is:  

 

 

A consumer's net surplus from purchasing digital contents is:  

. 

 

Consumers have heterogeneous preferences, , for the digital device. The   is uniformly 

distributed in [0,1]. Let the digital device's price be . The utility of the tied digital contents and 

device is:  

 

where the  is a scaling constant. 

 

A consumer will make a purchase if her utility is greater than 0, i.e. 

 

 

We find the point  when a consumer is indifferent between purchasing or not purchasing:  

 

 

All consumers with  will choose to purchase. Thus, the demand function for the tied 

contents and device is 

.
 

Let the unit cost of digital contents be  and the cost of the digital device be . The total profit 

for the firm is: 

. 

 

Solving the above problem leads to the following result: 
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Proposition 1. When , the optimal prices for the tied contents and device are: 

, and 

, 

 

This proposition implies that the firm should gain the profit from the sales of the digital device 

rather than the digital content. Also,  is a reasonable assumption. When the firm 

sets both the device and contents prices at their marginal costs, we expect the demand for the 

bundle will be great than zero, i.e. which is exactly the condition for 

Proposition 1. Otherwise, no consumers will ever purchase the device and digital contents.  

 

From Proposition 1, we know that the monopoly provider sets the price for digital contents equal 

to the marginal cost.  

 

3. Heterogeneous Customers and Differentiated Pricing 
 

In the previous section, we assume that consumers are homogeneous regarding their to their 

demand on digital contents. A more realistic situation is that consumers may consumer different 

amount of contents given the same price. In this section, we assume there are two types of 

consumers. The monopoly firm may use differentiated pricing in order to maximize its profits. 

We analyze a sequential game. In the first stage, the monopoly firm sets two different pricing 

plans. In the second stage, each consumer segment selects the plan that maximizes its own 

utilities. Consumers also have the option of not consuming the bundle.  

 

The two types of consumers differ in their demand for digital contents. The high-demand 

consumers consume more digital contents than the low-demand ones. The demand function for 

the high-demand consumers is , while the low-demand consumers' demand function 

is:  where , and  and  are the content prices for set for high-demand 

and low-demand consumers, respectively.  

 

The optimization problem has to satisfy the following two incentive compatible (IC) constraints:  

, 

. 

 

In addition, it also has to satisfy the following two individaul rational (IR) constraints,  
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,

 

.

 

Lemma 1. The equilibrium content prices have to satisfy:  . 

 

Lemma 2. Only the first IC condition needs to be binding, which can be simplified as: 

 

 

Thus, the firm's problem as follows: 
 

                              s.t.  

 

Solving the firm's problem, we can derive the following result: 

Proposition 2. When , there exists a unique equilibrium, in which the 

firm offers two sets of pricing plans:  and . The high-demand consumers 

choose  and low-demand consumers choose .  

 

Proposition 3 suggests that a separating equilibrium exists. The monopoly firm can design two 

pricing plans and consumers will self-select the plan that works best for their type.  

 

4. Conclusions 

We have studied pricing strategies for a monopoly provider of digital device and contents. Our 

results suggest the provider would price the contents at marginal price and device higher than 

marginal price when consumers are homogeneous. When there are two types of consumers, the 

provider can develop two pricing plans, still charging marginal price of digital contents for high-

demand customers, but a higher price for contents for low-demand customers. Future studies will 

examine pricing policies when there are multiple players in the marketplace. 
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Abstract 
 

We set up a game-theoretic model to examine the oligopolistic price competition, given the two 

unique features of online search, namely, the existence of a common search ordering and 

shoppers who have non-positive search cost. We show that in absence of further heterogeneity, 

the unique online search behaviors alone can drive significant level of price dispersion. 

Specifically, we derive two-dimensional price dispersion, with both temporal fluctuation and 

spatial variation. We show that equilibrium price expectation monotonically decreases in line 

with consumers' search ordering. We also uncover a unique format of equilibrium pricing with 

stair-like sequence of price supports and localized price competition. 

 

Keywords: Pricing, Online Search 

 

1. Introduction  

Researchers have been devoting to exploring the driving forces of the well observed online price 

dispersion. Various theories emphasize the differentiation among products, from the actual 

differentiation in product quality or firms' competitive advantage to the virtual differentiation 

such as brand recognition. We take a different perspective and try to explain online price 

dispersion in absence of the heterogeneity among products and firms. 

 

One classic view attributes price dispersion to the heterogeneity in consumers' search behavior. 

Compared to traditional off-line search, the Internet has revolutionized the way people search, 

largely owing to the powerful online search engines. In addition to providing relevant 

information to users' search queries, search engines are also able to gather numerous merchant 

sites competing in the same product market under the revolutionary advertising model---search 

advertising. In search advertising, by listing advertising links (or sponsored links) alongside 

search results for specific keywords according to advertisers' bids, search engines respond to 

potential consumers' queries by providing a list of merchant sites selling similar products which 

consumers are interested in. 

 

Motivated by the unique features of consumers' online search behavior in association with search 

advertising, we study how these features affect the resulting price dispersion. Compared to 

traditional off-line search, there are at least two distinctive features in consumers' online search 

behaviors: (i) There exists a commonly observed ordering; (ii) Consumers search costs are 

highly diversified, in particular, there exist ñshoppersò who have non-positive search cost. 

 

The first feature of online search behavior originates from the organization of advertisements in 

search engine result pages. The common format is that the sponsored links are listed on the right 

column alongside the organic search results, one after another from the top downward. Due to 
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the reading habit and eye-movement pattern of most human beings, consumers usually process 

the information following the order of the list, from the top downward. Therefore, consumers 

generally first pay attention to the top advertising slot of the sponsored list, and then the next, 

and so on, while some of them stop searching in between. The arrangement of advertisements 

and the resulting ordering of the search create a huge prominence difference among advertising 

slots with different ranks.  

 

The second feature owes to the advance of information technology, which greatly facilitates 

informational searches by significantly reducing the physical search cost. The physical cost to 

sample a product and quote the price from a store, which would otherwise be a non-negligible 

expense with necessary travel to the store, is now only several mouse clicks. In addition, some 

consumers do derive hedonic utility from shopping online (Childers et al., 2001): They enjoy the 

process of searching different places, comparing prices, and finding the best deal, evidenced by 

those who spend hours and hours surfing the web to shop. Altogether, with the flourishing of the 

Internet and online search engines, there arises a certain portion of consumers who have a non-

positive (zero or even negative) net search cost. We call them shoppers. On the other hand, 

however, not everybody purchasing online has such luxury. The convenience of e-commerce 

brings many people with stringent time constraints, whose only goal is to find the product with a 

minimum of time spend. In addition, the information overload with the Internet and the extra 

skills needed to accomplish computer-based searches add to the cost for some online consumers. 

Therefore, there also exists a certain number of consumers who have a positive search cost, 

whom we may refer to as non-shoppers.  

 

2. Model 

There are n ( 2)²  firms selling homogeneous products and competing for consumers in a product 

market. These firms have a same marginal production cost, which is normalized to zero. There is 

a continuum of consumers with unit mass. Each consumer has a unit demand of the product and 

realizes a unit utility by consuming the product. Therefore, consumers will buy the product only 

if its price does not exceed 1. Essentially, firms are identical except for their ranks in the search 

ordering, and consumers are identical except for their search behavior. 

 

Consumers obtain product information through an online search engine, which lists hyperlinks 

directed to firms' websites where purchase can be conducted directly. Firms are placed at 

different positions in the list, which can be viewed as an outcome of pre-game competition such 

as bidding competition. Because all firms are identical ex ante, the location competition outcome 

is irrelevant for analyzing the price competition. Therefore, we do not include the location 

competition in the model but start from after firms get placed at different positions. Different 

positions have different prominence levels which can be strictly ordered. Without loss of 

generality, we call the most prominent position the first position, the second most prominent 

position the second one, and so on. For convenience, we call the firm at the ith position firm i (i 

= 1, é n). Consumers' search behavior is modeled in a way reflecting the two unique features of 

online search pattern: First, there exists a commonly observed search ordering so that all 

consumers start searching from the first position and may continue to the second, then the third, 

and so forth. Second, consumers' search costs are highly diversified so that they may stop the 
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searching process at different stages. Especially, there exists a certain portion of shoppers, who 

have non-positive search cost, sampling all positions before making the purchase decision. 

 

We start with the case in which consumers' sequential search decision is treated as exogenously 

given. Assume that after sampling the ith position, a portion of 
ia  (0 <

ia< 1) stops searching, 

while the other 1-
ia  continue to sample the next position, such that the portion who visit the ith 

( 2i² ) position is 1

1(1 )i

j ja
-

=P - . To rule out violent fluctuation in the attention declining rates 
ia 's, 

we make the smoothness assumption that 
1(1 )i i ia a a+² -  (1 i n¢ <). This condition requires that 

the attention declining rates do not increase dramatically from one to the next, which can be 

easily satisfied (e.g., a same declining rate across positions (
ia=

1ia+ ) satisfies this condition). We 

can also endogenize consumers' search decision to show that similar results continue to hold to 

some degree. 

 

The timing of the game is as follows. Firms first get placed at different positions in the search list. 

Based on their own positions, they price the product simultaneously. Consumers sample the 

position(s), learn the price(s), and make the purchase decision. For those who sample at least two 

positions, they purchase from the firm with the lowest price. When there is a tie in the lowest 

price, they randomly pick one firm with equal probability. 

 

3. Analysis and Results 

We first derive firms' equilibrium pricing strategies and then analyze the pattern of equilibrium 

price dispersion. In deriving the equilibrium pricing, first notice that due to the existence of 

shoppers, any static pricing is unstable. 

 

Lemma 1: There is no pure-strategy equilibrium in the price competition. 

 

Since there exists a certain portion (11(1 )n

j ja
-

=P - ) of consumers who sample all positions to look 

for the lowest price, a slight cut in price to become the lowest can lead to a significant increase in 

market share by capturing this portion of consumers. As a result, competing firms keep lowering 

their prices relative to the rivals. However, once the price is pushed to the lowest possible level 

(i.e., the competitive price), firms end in zero profitability. In this case, the firm at a better 

position in terms of the search ordering may deviate to achieve positive profit by charging a 

higher price and exploiting those consumers who stop searching right there. Therefore, any 

pricing strategy in which firms statically stay with one price cannot be stable. In other words, due 

to the presence of shoppers and the locational asymmetry created by the search ordering, it is not 

surprising that no pure-strategy equilibrium exists in the price competition. 

 

Naturally, we next examine the mixed-strategy equilibrium pricing. We use ( )iF p , i = 1, é, n, to 

describe firm i 's mixed strategy of pricing. Like regular cumulative distribution functions, ( )iF p  

measures the probability that firm i charges a price less than or equal to p. 

 

Proposition 1: The equilibrium mixed strategy of pricing from position i is as follows. 
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We use an example to illustrate the pattern of the equilibrium mixed-strategy pricing. 

 

Example 1: Take a case of four positions with a same declining rate as an example. Specifically, 

let n = 4 and 
1a  = 

2a  = 
3a  = 1/2. According to the above recursive definition in Eq.(3), 

3k  = 
3a  

=1/2, and it can then be derived 
2k  = 4/5 and further 

1k  = 5/7. Thus, according to Eq.(2), 
1 1p = , 

2 1 1 5/7p k p= = , 
3 2 2 4/7p k p= = , and 

4 3 3 2/7p k p= = . Notice that by definition, the sequence of 

price support bounds 
1{ } n

i ip =
 is monotonically decreasing, so that 

1 2 3 4p p p p> > >. The pricing 

strategies of the four firms are as follows. 
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Figure 1 illustrates the supports and distributions for the pricing strategies in these four positions. 
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Figure 1. Price Support and Cumulative Distribution for Different Positions 

 

It is worth noting several features of the equilibrium pricing. First notice that except for the first 

firm, all firms' equilibrium pricing strategies are atomless within their entire support, including 

the upper and lower bound. The only mass point arises at the upper bound of the first firm's price 

support. This is because a mass point in one firm's price distribution would result in a downward 

jump of another firm's expected demand at that point and consequently lower profit levels in a 

contiguous region right to that point. For this reason, the only possible place where a mass point 

may occur is 
1p : Although the mass point in 

1( )F Ö causes a downward jump in firm 2's expected 

profit at 
1p p= , since 

2( )F Ö places non-positive probability measure on that particular point, firm 

2's actual expected profit is not affected, which hence complies with the equilibrium requirement. 

 

More interestingly, the sequence of the price supports here exhibits a stair-like shape. This is 

because firms have to take into account competition from both the firms ranked above and those 

ranked below. In fact, each firm only competes with its direct neighbors. They do not overcharge 

or undercut to compete with more distant opponents, because entering those territories only 

entangles itself into a more fierce competition which results in a less profit. This kind of stay-in-

your-own-territory pattern keeps the price competition localized and sustainable, as can be 

observed in reality. 

 

The mixed-strategy pricing means that, instead of statically charging one price, firms may charge 

any price within some possible price range according to certain probability distributions. If we 

imagine that consumers visit a particular position at different times, then the mixed pricing helps 

explain the existence of temporal price dispersion (i.e., the price varies over time, with 

occasional sales and frequent price fluctuations). 

 

In addition to the temporal dispersion, noticing that firms at different positions adopt different 

pricing strategies, we are also interested to investigate the pattern of spatial price dispersion (i.e., 

(expected) prices vary across different locations). Intuitively, the firm at the first position will 

take advantage of the best location and charge the highest price. The next finding coincides with 

such expectation. 

 

Proposition 2: The expected price decreases monotonically from the first position towards the 

last one, i.e., E(
ip ) > E(

1ip+ ), i = 1, é, n-1. 

 

Proposition 2 reveals an interesting pattern of spatial price dispersion, that is, the equilibrium 

price expectation decreases monotonically along the direction of consumers' search ordering. As 

a result, search is rewarding in the sense that those who keep searching are more likely to find a 

lower price. On the other hand, locational advantage is also rewarding in the sense that the firm 

at advantageous location may charge a price premium even with the same product. 

 

Despite the fact that we have eliminated all potentially distractive differentiation among firms 

and consumers, we are able to derive two-dimensional price dispersion in equilibrium. It is thus 

clear that the unique features of consumers' online search behavior are among the fundamental 
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driving forces of the pervasive and persistent price dispersion observed in the ecommerce 

environment. As we can see, due to the existence of shoppers with non-positive search cost, 

which is a direct result of the advance of information technology, firms price probabilistically 

rather than statically, which leads to the emergence of the temporal price dispersion. Meanwhile, 

due to the existence of a commonly observed search ordering, which is a prevalent phenomenon 

in online search advertising, firms with different ranks exploit their different levels of locational 

advantage and differ in the price expectation, which results in the appearance of spatial price 

dispersion. 



23 

 

 

E-Commerce Adoption in Chinese Martial Arts Schools 
 

Duanning Zhou 

Eastern Washington University, USA 

dzhou@ewu.edu 

 

Abstract 
 

This in-progress study explores the determinants of e-commerce adoption in Chinese martial arts 

schools (and studios). Based on the upper echelon theory and the technology-organization-

environment framework, this paper hypothesizes that the age of top management, education of 

top management, perceived benefits, perceived cost, competitive pressure, customer pressure, 

and third party support will positively or negatively affect the intent to adopt e-commerce in 

Chinese martial arts schools. 

 

Keywords: E-commerce adoption, Chinese martial arts schools, small to medium-sized 

enterprises, upper echelon theory, technology-organization-environment framework 

 

1. Introduction  

Chinese martial arts is quite popular in China. There are about 35,000 Chinese martial arts 

boarding schools as well as Chinese martial arts studios with more than 2 million students in the 

boarding schools and 20 million students in the studios (Chinese Martial Arts, 2002). In addition, 

there are 40 million Chinese martial arts practitioners who are not affiliated with any Chinese 

martial arts school or studio (Chinese Martial Arts, 2002). While more and more Chinese martial 

arts schools (studios) have some web presence displaying school basic information, the majority 

of them have no functional e-commerce websites which promote the schools, support on-line 

selling and teaching. Most Chinese martial arts schools belong to small to medium-sized 

enterprises (SMEs), which have limited resources financially and technologically.  

 

IT (e-commerce included) adoption in SMEs has been a traditional research stream in the field of 

information systems (e.g., Caldeira and Ward, 2003; Chuang et al., 2009; Harrison et al., 1997; 

Riemenschneider et al., 2003; Thong, 1999). It is interesting to examine what factors facilitate or 

inhibit the e-commerce adoption in Chinese martial arts schools. To our best knowledge, there is 

no documented empirical study about e-commerce adoption in Chinese martial arts schools.   

 

2. Literature Review 

The topic of IT adoption in SMEs has broadly attracted many researchersô interests. Many 

studies have been conducted to investigate factors affecting the decision of IT adoption. Those 

studies differ with regard to underlying theories and technologies under investigation. Popular 

theories adopted by existing research include the innovation theory (e.g., Thong, 1999), the 

technology-organization-environment framework (e.g., Zhu et al., 2003), the theory of planned 

behavior (TPB) (e.g., Harrison et al., 1997), the technology acceptance model (TAM) (e.g., 

Riemenschneider et al., 2003), the resource-based theory (e.g., Caldeira and Ward, 2003), and 

the upper echelon theory (Chuang et al., 2009).  
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By synthesizing prior research that is based on Rogersôs innovation theory (Rogers, 1983), 

Thong (1999) identified four contextual elements that were related to the adoption of 

technological innovation: (1) characteristics of the CEO; (2) characteristics of the technological 

innovation; (3) characteristics of the organization; and (4) characteristics of the environment. He 

examined the impact of these four contextual factors in the likelihood of and the extent of IT 

adoption. Thong found that the likelihood of IT adoption was significantly associated with CEO 

characteristics, IS characteristics, and organizational characteristics.  

 

The Theory of Planned Behavior (TPB) (Ajzen, 1991) and Technology Acceptance Model 

(TAM) (Davis et al., 1989) have been widely employed to examine the issue of the IT adoption. 

Employing the TPB as the theoretical foundation, Harrison et al. (1997) investigated executive 

decision processes of IT adoption in a multiphase field study. Their findings indicate that attitude, 

subjective norms, and perceived control are sufficiently explaining the IT adoption decision. 

Furthermore, they found that the firm size moderated the effect of the three social-psychological 

factors. Riemenschneider et al. (2003) argued that TPB and TAM possessed complementary 

advantages and disadvantage in predicting the adoption of IT. Consequently, they asserted that 

combining these two theories would offer a better explanation of IT adoption.  

 

Early research and advocates of the Internet adoption prescribe that the adoption of the Internet 

follows a stages model, progressively moving from web presence, information access, 

transacting businesses, supply chain integration, to leveraging know-how (e.g., Willcocks and 

Sauer, 2000). However, such propositions of linear progressive models are not well supported by 

research. As a result, Levy and Powell (2003) proposed a contingency model, named 

ñtransporterò model, of the Internet adoption based on the evidence of multiple case studies. The 

model indicates that the major factors of the Internet adoption are the SME ownerôs perception 

of business value of the Internet and attitude towards business growth.  The combinations of 

these two dimensions generate four segments of the Internet adoption: brochureware (low value 

and unplanned growth), business support (low value and planned growth), business opportunity 

(high value and unplanned growth), and business development (high value and planned growth). 

Their research suggests that the adoption of the Internet unlikely follows the stages model and 

instead, it is dependent on the ownersô strategic intention for business growth.  

 

Brown and Lockett (2004) investigated the adoption of e-business in SMEs from a provider 

perspective. They found that, given the context of a particular category of e-applications, 

perceived application complexity was crucial for SMEs to be engaged in an e-application 

aggregation and that the substantial support from trusted third parties had a great impact on the 

adoption of e-business applications of high-level complexity by SMEs. 

 

The effect of organizational demographical factors, such as gender, age, and education of top 

management team, on the adoption of IT has recently become the interest of research in this area 

(Chuang et al., 2009). Basing their research on the upper echelon theory (Hambrick and Mason, 

1984), Chuang et al. (2009) found that the age and education of top management team were 

significant predictors of the extent of IT adoption. 
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3. Theoretical Foundation  

 

3.1The Upper Echelon Theory 

The upper echelon theory (Hambrick and Mason, 1984) suggests that organizational strategic 

outcomes and processes are a function of managerial characteristics of top managers. The main 

notion of the upper echelon theory is that strategic choices, unlike operational decisions, are 

more of the outcome of behavioral factors than that of mechanic calculation for economic 

optimization. As a result, strategic choices generally own a great deal of behavioral components 

and somehow reflect decision makersô idiosyncrasies. Top managersô idiosyncrasies include 

their cognitive base (knowledge/assumption about future events, knowledge of alternatives, and 

knowledge of consequences of alternatives) and values (principles for ordering consequences or 

alternatives). These idiosyncrasies filter and frame the decision situation that executives face and 

eventually create their perceptions of the situation.  

 

The upper echelon theory suggests that because cognitive base, values and perception are 

unobservable, measurable managerial characteristics could be adequate surrogates for and 

provide reasonable indicators of those latent constructs (Carpenter et al., 2004). Hambrick and 

Mason (1984) suggested an unexhausted list of observable managerial characteristics, including 

age, functional tracks, career experiences, education, socioeconomic roots, financial position and 

group characteristics. Furthermore, they proposed 21 propositions relating those characteristics 

to strategic choices and the performance of organizational outcomes.  

 

3.2 Technology-Organization-Environment Framework 

The technology-organization-environment (TOE) framework (Tornatzky and Fleischer, 1990) 

has widely applied in studies of SMEs (e.g., Kuan and Chau, 2001; Ramdani et al., 2009; Zhu et 

al., 2003). Consistent with Rogersô (1983) theory of innovation diffusion, TOE framework 

identifies three aspects of a firmôs context that affect the adoption of innovations: technological 

context, organizational context, and environmental context.  

 

4. Research Model and Hypotheses  

In the application of the upper echelon theory to the present study, taking into consideration the 

structure and characteristics of top management in Chinese martial arts schools, we are interested 

in examining how the age composition, and education composition of top management team 

affect the adoption of e-commerce. Also based on the TOE framework, we added the 

technological, organizational, and environmental factors into our research model which is 

illustrated in Figure 1.  

 

Here, the c-commerce adoption is defined as the use of web to promote the schools, provide on-

line equipment and materials selling, and on-line teaching and learning.  

  

Due to the page limitation, we give our hypotheses as below without further explanation. 

 

H1: The age average of top management team is negatively associated with the intent to adopt c-

commerce.   
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H2: The average amount of formal education of top management team received is positively 

related to the intent to adopt c-commerce. 

H3: The perceived benefit of e-commerce website is positively related to the intent to adopt c-

commerce. 

H4: The perceived cost of e-commerce website is negatively related to the intent to adopt c-

commerce. 

H5: The perceived competitive pressure is positively related to the intent to adopt c-commerce. 

H6: The perceived customer demand of adopting website is positively related to the intent to 

adopt c-commerce. 

H7: The perceived support from third parties is positively related to the intent to adopt c-

commerce. 

Composition of age

Composition of Education

Benefit

Cost

Competitive Pressure

Customer Pressure

Intent to Adopt 

E-commerce

Third Party Support

Upper Echelon 

Theory

Technology

Organization

Environment

H1

H2

H3

H4

H5

H6

H7

 

 

 
 

5. Conclusion 

This in-progress study will explore the determinants of c-commerce adoption in Chinese martial 

arts schools. The research model which explicitly combines the upper echelon theory and the 

technology-organization-environment framework, and the empirical test in the context of 

Chinese martial arts schools will be the main contributions of this study. We plan to adopt the 

measurements of the constructs from the literature and then develop the questionnaires and 

                   Figure 1. Research Model 
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translate them into Chinese. The survey will be mailed to a random sample of about 300 Chinese 

martial arts schools in China. 
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Abstract 
From a self-determination theory perspective, we investigate how perceived autonomy support, 

perceived relatedness and competence affect high school studentsô intrinsic motivations 

(enjoyment and curiosity) to use the Internet, and the related outcomes of the motivations. Based 

upon the analysis on data collected from high and middle schools in China, we get following 

results. For the perceived autonomy dimension, teacher support only significantly affects 

curiosity while parental support doesnôt have any significant effects on the two intrinsic 

motivations. As to the perceived relatedness dimension, peer influence is found to exert the 

greatest influence on both motivations and Internet self-efficacy, which belongs to the perceived 

competence dimension, also positively relates to enjoyment and curiosity. As to the outcomes of 

intrinsic motivations, both enjoyment and curiosity lead to flow state. However, curiosity but not 

enjoyment positively related to online exploratory behavior, and flow experience also predicts 

exploratory behaviors. 

 

Keywords: Self-Determination Theory, Internet self-efficacy, Intrinsic Motivations, High school 

students, Internet use 

 

1. Introduction  
It is estimated that, among all adolescent student Web users in China, 21.11 million (36.4%) are 

high school students and 15.41 million (26.6%) are middle school students (26.6%) in the whole 

adolescent students web users. For those students, Internet access and skills are critical because 

the Internet is widely used in education, research, and distance education. Thus, understanding 

why and how young Web users use the Internet are important. Though previous researches 

revealed that intrinsic motivation important role in information technology acceptance (Teo et al. 

1999), what environmental factors facilitate the intrinsic motivation deserves more attention. In 

addition to examining effects of the intrinsic motivation on individual behavior, we also 

investigate the effects of different facilitating conditions in the environments on the intrinsic 

motivation in this study. 

 

2. Literature Review 
Self-determination theory (SDT) ñviews human beings as proactive organisms whose natural or 

intrinsic functioning can be either facilitated or impeded by the social contextò (Deci et al. 1994). 

SDT identifies three natural or inherent psychological needsðautonomy, competence, and 

relatednessðas the basis for self-motivation. The need for autonomy refers to oneôs desire to 

feel that her action is volitional and freely chosen. The need for competence is the desire to be 
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effective and skillful in performing an activity or interaction with the environment. The need for 

relatedness is the need to feel connected with and cared by others that one considers to be 

important. According to the SDT, the extent of intrinsic motivation depends on the satisfaction of 

these three basic psychological needs. Thus, the better a condition satisfies these basic needs, the 

more intrinsically motivated an individual will  be.  

Intrinsic motivation refers to ñdoing an activity for the inherent satisfaction of the activity itselfò 

(Ryan et al. 2000), and it encourages a person to perform an activity for its own sake, such as 

curiosity and enjoyment. Among many types of intrinsic motivation, enjoyment and curiosity are 

two vital ones for adolescents. Perceived enjoyment is defined as the extent to which using a 

specific system is perceived to be enjoyable in its own right, ignoring the consequences resulted 

from the use. Curiosity is the desire to acquire and investigate new knowledge and new sensory 

experience. Flow, a state closely related to the intrinsic motivation, is ñthe holistic sensation that 

people feel when they act with total involvementò (Csikszentmihalyi 1975). The state of flow 

occurs when a person feels that her skills match the challenges that are brought on by the tasks at 

hand. If the balance between skills and challenges is broken, one will feel bored or anxious. In a 

flow state, one usually gets absorbed in her activities, which could be characterized by loss of 

self-conscious and a high concentration on the tasks.  

 

3. Research Model and Hypotheses 
Base upon the above theories, we propose our research model in Figure 1. We assume support 

from teachers and parents, peer influence from friends, and Internet self-efficacy will affect high 

school studentsô intrinsic motivation due to enjoyment and curiosity. Further, enjoyment, 

curiosity, and online flow experience will  influence online exploratory behaviors.  

 

Figure 1. The Research Model 

3.1 Perceived Autonomy 

Autonomy is an important need for human beings that is usually associated with positive 

outcomes. In school settings, autonomy-supportive teaching results in higher levels of enjoyment 

and achievement in students (Connell et al. 1990). Individuals are more likely to be intrinsically 
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motivated when people important to them act in an autonomy-supportive way. When students are 

supported by their parents or teachers, they will  consider their actions as permitted and 

encouraged. Thus we have: 

H1a: Perceived support from teachers is positively related to high school studentsô enjoyment in 

using the Internet. 

H1b: Perceived support from teachers is positively related to high school studentsô curiosity in 

using the Internet. 

H2a: Perceived support from parents is positively related to high school studentsô enjoyment in 

using the Internet. 

H2b: Perceived support from parents is positively related to high school studentsô curiosity in 

using the Internet. 

 

3.2 Perceived Relatedness 

Roca and Gagné (2008) propose that perceived relatedness represents a form of social influence, 

which is defined as ñoneôs assessment of whether or not people important to him or her feel the 

behavior should be performedò(Ajzen 1991). In previous studies, social influence has been 

proved to be an important factor affecting peopleôs attitude or behave intention. For those high 

school students, their friends or classmates is an important source of personal influence. 

Teenagers would get more fun when they use the Internet together, such as playing online games 

or chatting. Moreover, as high school students spend great time staying with classmates and 

friends at school, they should also exchange interesting online experiences with each other 

frequently, which would facilitate the curiosity of students to try the same thing. Thus we have: 

H3a: Perceived peer influence is positively related to high school studentsô enjoyment in using 

the Internet. 

H3b: Perceived peer influence is positively related to high school studentsô curiosity in using the 

Internet. 

 

3.3 Perceived Competence 

Perceived competence is similar to ñself-efficacy,ò which is ñpeopleôs judgment of their 

capabilities to organize and execute courses of action required to attain designated types of 

performancesò (Bandura 1986). Internet self-efficacy (ISE) describes an individualôs judgment 

of her capability to use the Internet. A positive perception of ability will  induce intrinsic 

motivation more than a negative perception of ability. Self-efficacy reduces the anxiety of 

technology use, and individuals will feel more comfortable to use the Internet. Thus we have: 

H4a: Perceived Internet self-efficacy is positively related to high school studentsô enjoyment in 

using the Internet. 

H4b: Perceived Internet self-efficacy is positively related to high school studentsô curiosity in 

using the Internet. 

 

3.4 Motivation and Outcomes 

Hoffman and Novak (1996) propose that intrinsic motivation enhances self-relevance, making an 

individual feel more involved in an activity. Thus we propose that intrinsic motivation influences 

the flow state. Woszczynski et al. (2002) contend that there is a circular reinforcement 

relationship between the flow state and playful behaviors. Curiosity will also lead high school 

students to high involvement in the activity, which is a reflection of the flow state. We have: 
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H5a: High school studentsô enjoyment in using the Internet is positively related to their flow 

state. 

H5b: High school studentsô curiosity in using the Internet is positively related to their flow state.  

The intrinsic motivation and flow state both predict exploratory behaviors. We believe that, 

when an individual gets more fun from the activity he is engaged in, he will  try more behaviors, 

including exploratory behaviors, to enhance this happy feeling. In addition, previous research on 

curiosity also reveals that the more curious an individual becomes when using the Internet, the 

more exploration he may try online. Finally, exploratory behavior is always regarded as one 

outcome of the flow experience (Novak et al. 2000). Thus, we have: 

H6a: High school studentsô enjoyment in using the Internet is positively related to their 

exploratory behavior when using the Internet. 

H6b: High school studentsô curiosity in using the Internet is positively related to their 

exploratory behavior when using the Internet. 

H7: High school studentsô flow state in using the Internet is positively related to their exploratory 

behavior when using the Internet. 

 

4. Methodology 
To assure the reliability and validity of the instrument, we selected most items from existing 

research. Questionnaires were distributed to ten high schools and seven middle schools in 

Xiangfan, which is a prefectural-level city in central China. 4304 questionnaires were collected 

through the survey, and 3475 were valid with a valid rate of 80.7%. We used structural equation 

modeling (SEM) to test both the measure model and the structural model. Items that leaded to 

low reliability and validity of the scale were deleted. AMOS was used to test the structural model. 

We tested our research model and summarized the results with AMOS coefficients in Figure 2. 

Most hypotheses were supported except H1a, H2a, H2b and H6a. The proportions of variances 

explained were 30.3% for enjoyment, 23.7% for curiosity, 50.4% for flow, and 24.1% for 

exploratory behavior. All fit indices were within acceptable ranges except c
2
/df, indicating a 

good fit between the theoretical model and the data. 

 
Figure. 2 Results of the Model Test 
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5. Conclusion 
In present study, from a self-determination theory perspective, we investigate how perceived 

autonomy support, perceived relatedness and competence affect high school studentsô intrinsic 

motivations (enjoyment and curiosity) to use the Internet, and the related outcomes of the 

motivations. As to the autonomy support, we find that only teacher support significantly 

influences high school studentsô curiosity, and parental support doesnôt have positive influence 

on the intrinsic motivations. The probable explanation for this might be that for high school 

students in China, teachers or parents may not support students using the Internet and even 

consider it harmful to their schoolwork because of the pressure from intensive competition for 

high school students to enter senior schools or universities. For the outcomes of intrinsic 

motivations, both enjoyment and curiosity lead to flow experience which further predicts 

exploration behavior. However, curiosity but not enjoyment has significant effects on the 

exploration behavior in Internet use. Compared to curiosity, the insignificant relationship 

between enjoyment and exploratory behavior might imply that curiosity is a more important 

intrinsic motivation that facilitates exploration. 
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Abstract 
 

In the information systems (IS) field, research interest in post-adoptive usage has fluctuated over 

the past decades given its importance for a firm to improve performance and sustain competitive 

advantage. As a form of post-adoptive usage, innovative use is a conscious behavior beyond 

routine that requires the strong involvement of usersô time and efforts. Drawing upon the 

insights from the IS continuance model and organizational commitment model, this study 

develops a research model to investigate the role of user commitment in the innovative use of IS. 

The research hypotheses are proposed and the research methodology used to test the hypotheses 

is discussed. The contributions of the study are also presented.  

Keywords: Affective Commitment, Continuous Commitment, Normative Commitment, 

Innovative Use, Post-adoptive Usage 

 

1. Introduction   

In the information systems (IS) field, research interest in post-adoptive usage has 

fluctuated over the past decades given its importance for a firm to improve performance and 

sustain competitive advantage. Post-adoptive usage behaviors are referred to the usage behaviors 

at the post-adoption stages, including continuance, routine use, extended use, innovative use, and 

so on. IS continuance model was widely used in explaining the post-adoptive usage behaviors. 

Bhattacherjee (2001) proposed user satisfaction as the key to understand IS continuance, and two 

affective factors, i.e. perceived usefulness and confirmation of expectation from prior use, are the 

important determinants to user satisfaction. However, there is an obvious limitation in its ability 

to accommodate the impact of non-affective elements on post-adoptive behavior.  

In recent years, the investments in new information systems increase very rapidly. 

However, the firms that implement the systems are more and more difficult  to realize the 

promised return on investment. Under this circumstance, firms that can stimulate employees to 

apply the IS creatively are more likely to successfully respond the ever-changing market 

situations (Wang et al 2008). Some researchers argue that IS use gradually becomes spontaneous 

as the frequency of use increases. However, innovative use is a conscious behavior beyond 

routine which requires the strong involvement of the time and efforts of users. Distinguishing 

innovative use from continuance has significant implications for both research and practice. For 

research, there are a large number of studies on continuous use issue; however, whether the 

findings can be applied into other post-adoptive usage context need further exploration. For 

practice, continuous use is an important step to innovative use. If users stop using an IS, 

innovative use will be impossible. Given that innovative use is a conscious behavior, without 

technology commitment, individual users may not attain that state. Although many studies (e.g., 

Li et al. 2006; Malhotra & Galletta 2005) have verified the importance of commitment in 

explaining the technology adoption/acceptance; however, the effect of usersô commitment on 

their innovative use remains unaddressed.  

mailto:wangw@stu.edu.cn
mailto:09yliao@stu.edu.cn
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This study attempts to investigate the technology commitment and its antecedents as 

determinants to the IS innovative use. The study uses the theory of user commitment to 

understand how an individualôs IS innovative use is influenced by his or her commitment toward 

the IS.   

 

2. Theoretical Foundations and Research Hypotheses 

2.1 IS Continuance Model 

Continuance is defined as a form of post-adoption behaviors which follow initial 

acceptance. The IS continuance model (Bhattacherjee 2001) posits that a usersô intention to 

continue use is determined primarily by his or her satisfaction with previous usage and perceived 

usefulness (PU), and satisfaction is the stronger predictor. In addition, user satisfaction is 

positively influenced by PU, which is positively associated with confirmation of expectation 

(COE). IS continuance model has been widely used to explain the usage behaviors in the post-

adoption context, such as continuance, extended use and innovative use (Bhattacherjee et al. 

2008; Hsieh & Wang 2007; Wang et al. 2008). 

2.2 Organizational Commitment Model 

Commitment refers to a ñforce that binds an individual to a course of actionò (Meyer & 

Herscovitch 2001, p. 301). It can be viewed as the psychological attachment felt by an individual 

in an organization and reflects the degree to which the individual internalizes or adopts 

characteristics or perspectives of the organization. Commitment can be conceptualized in terms 

of three dimensions: affective, continuous, and normative. According to Allen & Meyer (1990), 

affective commitment (AC) is the identification with, involvement in, and emotional attachment 

to a relationship such as an employee-organization relationship; continuous commitment (CC), 

also termed as calculative commitment, reflects the fact that a person recognizes the costs 

associated with leaving a relationship and is thus concerned with a purely cognitive cost/benefit 

analysis of maintaining a relationship; normative commitment (NC) explains moral obligations, 

social norms, and oneôs responsibility to the other party in a relationship. In short, AC is a 

mindset of desire, CC is a mindset of cost-avoidance, and NC is a mindset of obligation.  

 

2.3 Research Hypotheses 
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Figure 1 Research Model 

Innovative use is defined as a higher level usage behavior that is innovative in nature and 

can potentially lead to better results and returns (Wang et al. 2008). Innovative use occurs in the 

post-acceptance stage after initial adoption, more exactly, the stage beyond routine. Thus, 

innovative use is a voluntary behavior. IS continuance model can serve as a basis to further 

investigate the phenomenon of innovative use. Commitment is related to a variety of attitudinal 

and behavioral consequences among employees in an organization (Meyer & Allen, 1997). 

Moreover, commitment can influence behavior independent of motivation and attitudes (Allen & 

Meyer 1990; Meyer & Herscovitch 2001). From this line, it is reasonable to link the commitment 

and innovative use. In this vein, this study incorporated the IS continuance model and 

organizational commitment model (Meyer & Herscovitch 2001) to develop a research model 

(Figure 1) to examine the effects of user commitment on IS innovative use. 

As a higher level use usually takes place after usersô initial usage, innovative use can be 

viewed as post-acceptance behavior that involves creative use of an information system to 

support oneôs tasks. In the present study, we define user commitment as the usersô psychological 

attachment to IS use (Malhotra & Galletta 2005). Here, affective commitment (AC) is defined as 

a situation in which an individual demonstrates an affective and emotional attachment to the 

relationship with system use (Li et al. 2006). Given their psychological attachment, system users 

feel and believe that the use of the new system is the right thing. Therefore, these users are more 

likely to satisfy with the system use and throw themselves to find novel ways of using the system 

to support their work performance. Hence,  

P1a: Affective commitment is positively associated with innovative use. 

P2a: Affective commitment is positively associated with user satisfaction. 

Continuous commitment (CC) is defined as a situation in which an individual recognizes 

the rewards and benefits associated with continuing to use an adopted IS and maintaining a 

relationship with the system (Li et al. 2006). CC when a user recognizes that the costs associated 

with stopping his/her use of the system are higher than rewards. These costs involve financial 

and non-financial elements such as opportunity costs, learning curves, sunk costs, and so on. 

Since enterprise information systems such as enterprise resource planning (ERP) or customer 

relationship management (CRM) are normally complex, employee users have to invest much 

time and effort to learn. Such investments will be lost if employee users stop using the adopted 

system. As a result, a userôs investment will serve as a powerful psychological inducement to 

maintain a relationship with the system. From this perspective, it is reasonable to believe that 

these users are more likely to innovate with the system use to support their work performance in 

order to increase their rewards from the adopted system. Moreover, given that the discontinued 

costs are too high, these users are most likely to accept the system, and form the positive affect 

with their prior system use. Hence,      

P1b: Continuous commitment is positively associated with innovative use. 

P2b: Continuous commitment is positively associated with user satisfaction. 

Normative commitment (NC) is defined as a situation in which an individual is attached to 

an IS due to internalized obligations to compliance (Allen & Meyer 1990; Wang & Datta 2006). 

Unlikely with AC and CC, NC reflects the external motivation for an individual to remain 

attached to an IS. That is, NC occurs only when the external pressure exists; otherwise, such 

commitment will diminish or disappear. NC can be experienced either as a moral duty or a sense 

of indebtedness to influence IS usage behavior (Meyer and Parfyonova 2009). Moral 
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involvement can bind individuals to an IS with a sense of duty and has a strong influence on 

individual behavior such as innovative use. Therefore, when an individual has the pressure of the 

internalization obligation, they are most likely to accept the adopted system, try to find good 

things of the system and form the positive affect with the system use. Similarly, these users are 

most likely to find the novel ways to use the system for their performance enhancement. Hence,    

P1c: Normative commitment is positively associated with innovative use. 

P2c: Normative commitment is positively associated with user satisfaction. 

Satisfaction is an experience-based affect reflecting usersô overall feeling about their 

interaction with an IS. For employee users to innovate with an enterprise system, their 

satisfaction can serve as an affective precondition of their innovative behaviors. If employees are 

satisfied with their direct use of the system, they are more likely to embrace it, accept it, and 

even use it creatively.  

P3: Satisfaction is positively associated with innovative use.  

Perceived usefulness (PU) motivates individual usage behavior because of its 

instrumental consideration. PU at the post-acceptance stage is formed mostly through usersô own 

first-hand experience and is, therefore, more reliable. For employee users to find new ways of 

using an enterprise system to support their task performance, their evaluation of the utility of the 

system use represents the logical and rationale assessment, i.e. whether their time and effort is 

paying off. In this vein, the higher the perception of usefulness of the system, the more likely 

they will innovate with the IS.  

P4: Perceived Usefulness is positively associated with Innovative Use. 

Previous studies have also revealed that PU impacts individualsô affects substantively 

across innovation stages. Satisfaction can be conceived as an individual affect in the post-

acceptance stage. As PU influences attitude affect during the acceptance stage, PU is expected to 

be the salient ex post expectation that influences satisfaction affect in the post acceptance stage. 

P5: Perceived Usefulness is positively associated with User Satisfaction.  

In the adoption stage, there is important links among PEOU, PU and Affect (Davis 1989). 

Many scholars believe that the effect of PEOU diminish after users are gradually familiar with 

the adopted IS. However, other scholars empirically found the important role of PEOU in the 

post-acceptance stage, i.e. continuance and extended use (Hong et al. 2006; Hsieh & Wang 2007). 

With the same line of reasoning applied to the relationship among COE, satisfaction and PU, we 

propose the following hypotheses:    

P6: Perceived Ease of Use is positively associated with Satisfaction.  

P7: Perceived Ease of Use is positively associated with Perceived Usefulness.  

Confirmation of Expectation (COE) is defined as the extent to which expectation is 

confirmed (Bhattacherjee 2001). It provides the baseline level against which users can assess the 

confirmation of their expectation to determine their satisfaction. In contrast, disconfirmation 

occurs when actual performance is lower than expected performance. COE implies realization of 

the expected benefits of an IS use, thus confirmation is positively related to satisfaction with the 

system use.  

P8: Confirmation of Expectation is positively associated with Satisfaction.  

At first, users often have their expectation from IS use, and gradually adjust it after direct 

interaction with the system. Such perceptions may be adjusted higher as they know more about 

the system and accumulate experience about the system use. Nevertheless, user may experience 
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cognitive dissonance if their actual usage is inconsistent with their expectation. Users often 

possess the tendency to adjust their perceptions to be consistent with reality. Hence,  

P9: Confirmation of Expectation is positively associated with Perceived Usefulness. 

 

3. Research Methodology 

The research will be conducted as a cross-sectional field study in a large manufacturing firm 

using ERP systems via survey questionnaires. Since an ERP system can help organizations 

incorporate their complete range of business activities into a single information technology 

infrastructure, various departments within an organization can share information and 

communicate with each other. Therefore, its successful deployment and effective use are critical 

to organizational performance.  

Given that a large number of the firms have adopted ERP systems in the Chinese 

manufacturing industry, how to receive the benefits from the ERP system is the common interest 

of the adopted firms. This study will choose a large firm, one of Top 500 firms in China, as our 

research site.  

AMOS will be used to conduct data analysis. It is a multivariate technique that combines 

aspects of multiple regression and factor analysis to estimate a series of interrelated dependence 

relationships simultaneously (Hair et al. 1998). That is, two-step data analysis will be done to 

first assess the measurement model and then test the hypotheses by fitting the structural model.  

 

4. Contributions and Conclusions 

Innovative use is a higher level volitional usage behavior which is beyond routine. Such usage 

behavior is innovative in nature and can potentially lead to better results and returns. Both 

research and practice have recognized the importance of realization of user commitment to 

volitional system use. Therefore, drawing upon the IS continuance model and organizational 

commitment model, this study develops a research model to examine how user commitment 

affects innovative use. The present study is a good direction for the extension of IS continuance 

model. The study has offered the theory development part, and theory testing part will be 

conducted further in the future study.  
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Abstract 
 

With the emergence of Social Network Services (SNS) technologies, many websites for 

expressing user opinions begin to support SNS functions with permitting users to build various 

relationships. The user opinions in these SNS sites will bring greater impacts on customersô 

decisions than traditional user opinion websites. Mining the user opinions in SNS sites not only 

can help producers discover their productsô strengths and weaknesses, but also identify customer 

communities with different concerns. The findings will be very useful for analyzing customers 

and targeting marketing. In this study, some initial ideas are presented on mining user opinions 

in SNS, and an initial study is executed. 

 

Keywords: Business Intelligence, Opinion Mining, Social Network Mining 

 

1. Int roduction 

In web 2.0, users are permitted to express their opinions on products and services through many 

channels, such as online forums, shopping websites, blogs, and wikis. These opinions have lots 

of business values, and mining these data can bring many benefits: from the producersô 

perspective, they could better understand the relative strength or weakness of their products, and 

hence developing better products to meet the consumersô requirements; from the consumersô 

perspective, they could exercise more informed purchasing decisions by comparing the various 

features of certain kind of products. A lot of studies have done on mining these user opinion data, 

but these work only focus on mining user opinion data. 

 

Recently, the emerging Social Network Services (SNS) sites (such as facebook.com, twitter.com, 

epinions.com) permit users to build various relationships in online communities for 

communications and sharing. So some user opinion sites (epinions.com and amazon.com etc.) 

also integrate some functions of SNS. For example, one user can build trust relationship with 

another by adding him/her into the trust list, or block him/her with the block list. With 

supplementing SNS functions, the opinions of one person will have more effective impacts on 

others than in original user opinion sites, because people more easily believe the opinions of the 

persons with trust relationships. The influence of opinions in SNS sites can propagate more 

distantly. 
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Although there exist lot of studies in opinion mining and social network mining, few of work 

was done on mining user opinions with considering social network factors. Mining the user 

opinions in SNS sites usually can bring more benefits for producers than in user opinion sites: it 

not only can help producers discover their productsô strengths and weaknesses, but also identify 

customer communities with different concerns, for example, discover the user communities with 

negative sentiments on your products, even on which attributes. This will be very useful for 

analyzing customersô segments and targeting marketing. In this paper, the initial idea is 

presented on this issue. 

 

The paper is organized as: Section 2 introduces the related work; some ideas are presented in 

Section 3; Section 4 is the conclusion and future work. 

 

2. Related Work 

2.1 Opinion Mining 

Much research exists on sentiment analysis of user opinion data (Chau and Xu, 2007; Chen, 

2006; Liu, 2006; Pang and Lee, 2008; Raghu and Chen, 2007), which mainly judges the 

polarities of user reviews. In these studies, sentiment analysis is often conducted at one of three 

levels: the document level, sentence level, or attribute level. Sentiment analysis at the document 

level classifies reviews into the types of polaritiesðpositive, negative, or neutralðbased on the 

overall sentiments in the reviews. A number of machine learning techniques have been adopted 

to classify the reviews (Pang and Lee, 2002). Abbasi and Chen et al. propose the sentiment 

analysis methodologies for classification of Web forum opinions in multiple languages (Abbasi 

et. 2008). Sentiment analysis at the sentence level mainly focuses on identifying subjective 

sentences and judging their polarities. Most of these studies adopted the machine learning 

methods (Wiebe, 1999; Yu and Hatzivassiloglou 2003). Sentiment analysis at both the document 

level and sentence level has been too coarse to determine precisely what users like or dislike. In 

order to address this problem, sentiment analysis at the attribute level is aimed at extracting 

opinions on productsô specific attributes from reviews. 

 

2.2 Social Network Mining 

As we know, some studies have been done on trust relationship in social network. In (Guha et. 

2004), a framework of trust propagation schemes is developed and evaluated on a large trust 

network. Many trust prediction methods are proposed, for example in (Leskovec, 2010), the 

proposed models can make prediction with high accuracy across the diverse range of sites. The 

bidirectional effects of trust and rating on social networks is explored in (Matsuo et. 2009). Some 

machine learning based methods are used for trust prediction in (Liu, 2008; Kim, 2008). Some 

work tries to discover user communities in online social networks. In (Zhang et. 2008), some 

characters of ñWeb of Trustò are discovered, and a corresponding algorithm is proposed to detect 

small target marketing groups. Some antagonistic communities are discovered for analyzing 

some usersô interesting behaviors. 

 

3. Mining User Opinions in SNS Sites: a Proposed Approach & an Initial Study 
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The objective of this study in mining user opinions in SNS sites is: identify the user communities 

with different opinions. These communities always represent the groups of customers with 

different preferences, and they can be used for producers to know customer segments, in order to 

do targeting marketing or design adaptive products for them. The following steps are proposed to 

achieve this: 

1) Analyzing user opinions: some text mining technologies are used to extract attributes of 

product and sentiment polarities of users from user opinions data. 

2) Discovering social communities: the social communities are discovered, based on the 

similarities of the usersô opinions. 

3) Analyzing the results: some characters of social communities are summarized, such as the 

main sentimental polarities of communities. 

Also, this approach can be used to support competition analysis, by comparing the social 

communities of competitive products. 

 

In this initial study, we only consider the product ratings given by users as the usersô opinions, 

without analyzing usersô text opinions. The groups with similar product ratings are discovered, 

and the groups are divided into three categories: the group with positive opinions, negative ones 

and no opinions. This should be very useful in helping producers to customersô segments and 

opinions. 

3.1 Data Collection 

The dataset for the experiments is obtained from a famous opinion site, Epinions 

(www.epinions.com), which allows users to writes text reviews and to express trust of other 

users based on his/her previous experience. Here, the data in mobile phone domain is collected. 

Since the number of usersô opinions on one product is low, the brand is the analyzing unit, by 

averaging the product rating given by users. 

3.2 Analysis Results 

Here, the simple partition analysis is done by partition users into three subsets: negative one, 

positive one and on opinion. The following figures show the analysis results on several brands 

(green/red vertexes are users with positive/negative opinions, green/red arcs are the TrustBy 

relationships of users with positive/negative opinions):  
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Fig 1: Social Network Partition on motorola. 

 

 

 
Fig 2: Social Network Partition on rim blackberry. 
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Fig 3: Social Network Partition on nokia. 

 

4. Conclusion & Future Work  

 

The emerging SNS functions in user opinions sites brings many new challenges for mining 

business intelligence, and mining these data will be very useful for producers in analyzing 

customers and targeting marketing. In this study, an initial study is presented on mining user 

opinions in SNS. In the future, an innovative community discovery algorithm will be developed 

for discovering core user communities; usersô text opinions will be analyzed with considering 

detail usersô opinions; also the large scale experiment will be executed for evaluating the 

proposed method. 
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Abstract 
 

Some new researches demonstrated that the search data can be uesed to detect public health 

trends and short-term syndromic surveillance. In this paper, we study the problem of influenza 

epidemics surveillance using Google search data. A hybrid model with dynamic search query set 

is developed, which was more accurate in influenza forecast than Google flu trends, especially 

for the irregular new influenza strain forecasts. This research is valuable for improving the 

timeliness of syndromic surveillance. 

 

Keywords: Influenza surveillance, hybrid model, Google flu trends, search engine data 

 

1. Introduction  

The Internet search engine has become an important channel for people to seek life information. 

Meanwhile, the Internet search data record what the searchers are concerned about, and reflect 

peoplesô activity trends in a certain extent. Some new studies present that the search data can 

help to detect public health trends and syndromic surveillance (Hulth, Rydevik and Linde 2009; 

Polgreen, 2008; Eysenbach, 2006; Doornik, 2009). A recent fundamental study is Ginsberg et al 

(2009) using Google search data to detect influenza epidemics, and their new method can 

improve the timeliness compared to the traditional surveillance method. The model was also 

used to Google Flu Trend. Following this work, Jurgen A. Doornik (2009) extended it to an auto-

regression model with calendar effects, and improved the prediction accuracy. However, both 

models are powerless in predicting the turning point when a new flu outbreak in April 2009. 

 

In this paper, we do some work about the irregular new strain prediction. Section 2 of this paper 

reviews the two typical models in former literature. Following Section 3 discusses the flu data, 

search query data, and why integrating the two types of data. The hybrid model with fixed query 

set is presented in Section 4. It can detect the seasonal fluctuations of influenza, but doesnôt do 

well in capturing the turning point in May 2009. Then we build a dynamic model in Section 5, 

which detect the new influenza strain successfully by adding new queries into the former fixed 

query set.  

 

mailto:jeffery.van@gmail.com
mailto:penggeng@gucas.ac.cn
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2. The Current Models and Query Selection Method 

Ginsberg et al (2009) built a simple linear regression model to predict influenza-like illness (ILI) 

in United States based on Google search engine query data, and it can be two weeks in advance 

of the release of CDCôs flu report. The model selects 45 best fitting ones from 50 million of most 

common search queries, and reached a mean correlation of 0.97. This indicates that the Google 

search query data indeed has predictability of influenza epidemics. But the Google Flu Trends 

model has a serious deficiency. The model shows severe insensitiveness to the non-seasonal 

influenza outbreaks, because the selected 45 canôt be amended with characteristic queries of new 

influenza symptoms. As a consequence, it is helpless in the new influenza forecast. An example 

is that at the end of April 2009 when a new swine flu began to outbreak, the model made a long 

period of forecast failure, and completely omitted the trend of this influenza peak.  

 

In order to robustify the Google Flu Trends model, Jurgen A. Doornik (2009) extended it to an 

auto-regression model with calendar effects. In his model, the lagged dependent variables were 

used to capture the long-term cycle, and the calendar dummy variables were used to capture the 

seasonal and asymmetric effects. The new model not only improved the prediction accuracy, but 

also has self-correct capability that it needs two periods or more to revise when the swine flu 

suddenly arose in 2009-04-26 (week 17). However, we find that the robustified model still 

couldnôt capture the turning point when the sudden and unprecedented fluctuation occurred. So 

the new model yet does not solve the key issue of turning point detection.  

 

3. The Integration of Time Series Data and Search Query Data 

Influenza is a seasonal infectious disease. In United States, Centers for Disease Control 

and Prevention (CDC) defines the flu season as the duration between the 40th week each year 

and the 20th week next year (about early October to mid May next year). In flu season, CDC 

releases weekly influenza surveillance report. The main indicator of influenza surveillance is the 

percentage of visits for influenza-like illness (ILI%) in hospital outpatients. We can draw out the 

trends of historic influenza activity with the CDC reported ILI% weekly data. In Figure 1, the 

curves of ILI% 2006-07 and ILI% 2007-08 are only in the flu season. By comparing the three 

curves, the influenza activity is highly seasonal. In October of each year, the flu season began, 

and between January and February the peak appeared, and then gradually fell. Importantly, the 

trend of each year is extremely similar. Based on this characteristic, using time series modeling 

for influenza surveillance would be an appropriate method (Reis and Mandl, 2003; Batal, 2001). 

 

In history, the influenza activity had dropped to very low level after April, and even down to the 

level of non-flu season after May, while Figure 1 shows that in April and May 2009 there is a 

significant peak of ILI% compared with the same time of past years, which is due to the outbreak 

of the H1N1 flu. The time series methods are unable to detect the abnormal fluctuation, which 

can only be adjusted after the outbreak (Doornik, 2009). In 2009, by massively calculating the 

correlation between the time series of 50 million queries and the influenza (ILI% series), 

Ginsberg et al finally selected 45 best fitting ones to monitor influenza activity. The 45 queries 

are all related to influenza. They got fairly good results using simple linear regression. However, 

their model also canôt capture the above-mentioned volatility.  

 

http://www.cdc.gov/flu/
http://www.cdc.gov/flu/


47 

 

 

0

1

2

3

4

5

6

7

ILI% 2006-07

ILI% 2007-08

ILI% 2008-09

 Oct    Nov    Dec    Jan    Feb    Mar    Apr    May     Jun    Jul    Aug

 
Figure 1 The percentage of visits for influenza-like illness (ILI%) released by CDC. 

 

4. Hybrid Model with Fixed Query Set 

We use the above-mentioned 45 queriesô search volume and weekly ILI% data from CDC to 

build a static model. The data collection duration is the flu season from 2003 to 2009 (week 40 in 

2003 to week 29 in 2009). Here we split the data into two segments: Segment 1 is from Week 40 

in 2003 to Week 20 in 2007, and segment 2 is from Week 40 in 2007 to Week 29 in 2009. We 

use the segment 1 data to estimate our static model, while the segment 2 is for forecasting. 

 

In order to reduce the data variation and instability, we use the logit transformation to 

preprocess the variable ILI%:  

%
logit( %) log( )

100 %

ILI
ILI

ILI
=

-
 

The log-transformation is used to convert Q, the sum of the 45 queriesô weekly search volume, to 

lnQ. The dependent variable is logit(ILI%)t , and explanatory variables are the lagged 1-order 

dependent variable logit(ILI%) t-1 and current search volume lnQt. As the query set is fixed, we 

call it static model: 
 

1
(0.030) (0.059)

2

log it( %) 4.525 0.649log it( %) 0.695ln

0.942, 12%

t t tILI ILI Q

R s

-=- + +

= =

( 0. 371)
 

The estimated coefficients are all highly significant, and their standard errors are in parentheses. 

The standard error of this static model regression is 12%, Doornikô auto-regression model with 

up to the 53rd lag is also about 12%, while the Google Flu Trends model is up to 65%.  
 

In forecasting, since the Google Flu Trends model used real-time search data, it could detect 

influenza activity about two weeks in advance of CDC, but donôt have predictability to the future 

trends of influenza. Therefore, in practice, the Google Flu Trends model can be used for 

influenza surveillance two weeks ahead. In Figure 4, the static model forecasts have been 

transformed by the anti-logit transformation. Before Week 16 in 2009 (April 26), the forecasts 

from static model is mainly consistent with the actual value, but after that the prediction was 

significantly underestimated. Obviously, the static model did not detect the influenza abnormal 

fluctuation in May 2009. 
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Figure 4 The forecasts from static model and the actual ILI% 

 

Since in May 2009 the H1N1 flu outbreak appeared in United States, it led to the higher level of 

flu activity than the same period of history. The 45 queries used in the static model are all 

concerning ordinary flu which were build in 2008, so they didnôt reflect the new influenza such 

as H1N1 and swine flu. In order to monitor the unusual volatility, we must add queries about 

new influenza into our model.  
 

5. Hybrid Model with Dynamic Query Set 

For the influenza outbreak in May 2009, pure time series model couldnôt predict it, but only 

adjusted to a reasonable level in a few weeks after the abnormity occurred (Doornik et al, 2009). 

To detect similar influenza outbreak, we try to use Google Trends 

(http://www.google.com/trends) to supplement our query set with queries about H1N1 and swine 

flu. With Google Trends, people can inquiry the termsô search volume in any topics, based on a 

subset of Googleôs search database.  

 

According to the characteristics of new influenza and the actual situation of Google Trends data, 

we mainly consider the H1N1 and swine flu related queries weekly search volume after Week 13 

in 2009 (April 4). All the added queries are listed in Table 2. The search volumes of all queries 

are very small before April 2009, but there is a sudden surge in the end of April, and then 

dropped to a lower level quickly after May. These features are consistent with the development 

of new influenza.  
Table 2 The added queries about H1N1 and swine flu 

H1N1 related queries Swine related queries 

H1N1 Swine Flu 

H1N1 Flu Swine Flu Symptoms 

Symptoms H1N1 Swine Flu Vaccine 

H1N1 Virus Swine Flu Cases 

H1N1 Flu Symptoms 

H1N1 CDC 

Swine Flu H1N1 

Swine Flu CDC 

 

The dynamic model added new queries is estimated as follows 

1
(0.030) (0.063)

2

log it( %) 6.072 0.554log it( %) 0.95ln

0.965, 10.6%

t t tILI ILI Q

R s

-=- + +

= =

( 0. 393)
 

http://www.google.com/trends
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The dynamic model is estimated better than the static model in various indicators. The standard 

error of regression is only 10.6%, and the residual also meets the requirements. Similarly, we 

split the data into the same two segments for predictive test.  
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Figure 5 The forecasts from dynamic model and the actual ILI% 

 

Table 3 Forecast statistics for ILI% of two hybrid models, Google Flu Trends model and autoregressive with 

calendar effects 

 

 The Static 

Model   

The Dynamic 

Model    

Google Flu Trends   autoregressive with 

calendar effects 

ROME   0.29 0.15 0.29 0.41 

MAPE   4.78 2.87 12 12 

 

In table 3, the forecast statistics of dynamic model is very satisfactory. The root mean squared 

error (RMSE) is 0.15, the mean absolute percentage error (MAPE) is 2.87, and the covariance 

proportion is up to 0.93. Our hybrid models are superior to the models of Google Flu Trends and 

the autoregressive with calendar effects (Doornik, 2009), and the dynamic hybrid model is far 

better than the static.  

 

As shown in Figure 5, by adding new influenza-related queries̆the dynamic model monitored 

the outbreak of influenza in May 2009, and the forecasts are highly in line with the actual in the 

subsequent phases. This demonstrates that the adding queries basically reflect the influence of 

new flu in 2009. 

 

6. A Mechanism of Selecting New Flu-related Queries 

Due to frequent variation of flu virus, new symptoms and mutations emerge constantly. This 

often causes the volatility of influenza activity different from previous years. Therefore, itôs 

difficult to reflect the new features of influenza with the fixed query set. Though the dynamic 

model which includes new influenza-related queries can detect the abnormalities, it is just the ex-

post analysis. The linchpin of successful prediction and real-time surveillance is how to select 

the new queries prior to the anomalies. It is also pretty significant to recognize and prevent the 

disease.  
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There is a period of spreading time from the emergence of new influenza to the outbreak. The 

on-line querying before outbreak is critical for selecting new queries. Some phenomenon, such 

as influenza activity, has the season and trend cycle factors in time series, and also has certain 

irregular variability under the influence of random factors. For this phenomenon, we propose a 

selection mechanism called the basic query plus hot query.  

 

In our dynamic model, the lagged 1-order dependent variable showed the performance of the 

historical information, and the inertia of influenza activity. So-called basic queries are which 

indicate the seasonal and cyclic variation of the incidents. Its amount is fixed. In influenza 

monitoring, Google Flu Trends has identified it as 45, which has been validated to be suitable by 

the ILI% data before 2009. And the hot queries are to reflect the abnormal changes, the influence 

of instantaneous factors and more than a certain search volume. The quantity of hot query is 

variable with the people's concern about the incidents. 

 

The selection of hot queries can use the top searches and rising searches provided by Google 

Insight for Search (google.com/insights/search/). Top searches can inquiry the most popular 

queries in relationship with an event, while the rising searches provide queries which volumes 

visibly increase in a certain time. The rising searches about an event-related query reflect the 

changes of people's concern. Top searches and rising searches can work together to identify the 

range of new queries. 

 

7. Summary and Concluding Remarks 

In order to detect influenza activity, the static hybrid model utilizes the 45 queries of the Google 

Flu Trends. It accurately predicted the influenza activity before 2009. Although its results were 

better than Google Flu Trends and time series model, it canôt detect the outbreak in May 2009. 

The main reason is that the fixed query set doesnôt include the new influenza-related 

queries.Furthermore, we built the hybrid model with dynamic set, which was added the H1N1 

and swine flu related queries. This model forecast the abnormal fluctuation successfully.  
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Abstract 
 

Among various recommendation approaches, collaborative filtering (CF) is the most successful 

and widely adopted one. However, measuring user similarity and predicting user preference 

without considering item heterogeneities renders traditional collaborative filtering approach to be 

less effective. In this study, we propose the content-weighted collaborative filtering (CWCF) 

technique that extends the traditional CF approach by considering the content similarities of 

items. Our empirical evaluation results show that our proposed CWCF technique substantially 

improves the prediction accuracy in comparison with the CF approach. 

 

Keywords: Item Heterogeneity, Content Similarity, Collaborative Filtering 

 

1. Introduction 

Internet facilitates the creation, distribution, and access of information so that online users can 

search for products that better match their personal preferences or requirements. However, the 

well-known information overload problem makes the search activity rather difficult and 

inefficient. In response, recommendation systems, also called recommendation agents, have 

emerged to address the challenge of information overload by suggesting items that users may 

like or be interested in. Although prior studies have proposed and developed several different 

recommendation approaches (Wei et al., 2002), the collaborative filtering approach (Resnick et 

al., 1994; Konstan, et al., 1997) is the most successful and widely adopted one. Specifically, the 

collaborative filtering approach relies on usersô preferences as its inputs and identifies users 

whose tastes are similar to those of a target user (or called an active user) and recommends to the 

active user items they have liked. 

 

However, the traditional collaborative filtering approach ignores item heterogeneities and thus 

may not be effective when applying to an environment in which content heterogeneities of items 

are commonly observed. For example, movies can be classified into such categories as romance, 

war, suspense, horror, drama, comedy, and so on. If we want to predict an active userôs 

preference on a particular suspense movie, user preferences on movies of the suspense category 

or similar categories (e.g., horror) would be more relevant to the target prediction task than user 
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preferences on dissimilar categories (e.g., comedy). Likewise, suppose we have a collection of 

books with topics such as data mining, data warehousing, decision support systems, cognitive 

psychology, sociology, technology management, etc. To predict a userôs preference on a data 

mining book, user preferences on those books pertaining to data mining, data warehousing, and 

decision support systems appear to be more relevant than those on other dissimilar topics such as 

cognitive psychology, sociology, and technology management. Unfortunately, existing 

collaborative filtering techniques do not exploit item heterogeneities and simply consider user 

preferences (i.e., rating scores) of items identically important by giving usersô preferences an 

equal weight when computing similarities among users. To improve recommendation 

effectiveness, the collaborative filtering approach needs to be extended by giving higher weights 

to user preferences on those items that have greater content similarity with the target item when 

estimating user similarities. 

 

In this study, we propose a content-weighted collaborative filtering technique that extends the 

traditional collaborative filtering approach by considering content similarities of items. 

Specifically, the content similarity between items is first measured. Subsequently, to predict an 

active userôs preference on a particular item, only the user preferences on items similar to the 

target item are considered when determining the similarity between the active user and each of 

the other users. We use the MovieLens Dataset collected by the GroupLens Research Project 

(Resnick et al., 1994) and conduct a series of experiments using the traditional collaborative 

filtering approach as the performance benchmark. According to our empirical evaluation results, 

our proposed content-weighted collaborative filtering technique improves the prediction 

accuracy, compared with its benchmark. 

 

The remainder of this paper is organized as follows: The design of our proposed technique is 

detailed in Section 2. We then depict our evaluation design and discuss important evaluation 

results in Section 3. We conclude in Section 4 with a summary and some future directions. 

 

2. Content-Weighted Collaborative Filtering (CWCF) Technique 

Error! Reference source not found. shows the overall process of our proposed CWCF 

technique. To exploit item heterogeneities for greater recommendation effectiveness, the first 

phase is to estimate the content similarity between items based on the cosine similarity measure. 

To predict the preference score of an active user ua on a target item i t, the neighborhood 

formation phase determines, among all users that have expressed their preferences on i t, the top-

N users whose preferences are most similar to those of ua as his/her neighbors. We develop a 

content-weighted correlation coefficient measure that considers content similarities when 

estimating the similarity between the active user and each of other users who have rated i t. 

Finally, the known preferences of the neighbors on i t are used to predict the preference of ua on i t.  
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Figure 1. Overall process of content-weighted collaborative filtering (CWCF) technique 

 

2.1 Content Similarity Estimation 

Because most of items to be recommended (e.g., movies, songs, or electronics) posses text 

descriptions, the text-processing tasks, i.e., keyword extraction, keyword selection, and item 

representation, can be performed in advance for estimating content similarities. In this study, we 

assume that each item has been represented as a feature (i.e., keyword) vector. To assess the 

content similarity between two items, the cosine similarity measure is adopted, as follows: 

22
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) is the corresponding feature vector of ix (or iy) and ñÖò 

denotes the dot-product of the two vectors. 

 

2.2 Neighborhood Formation 

The Pearson correlation coefficient measure is widely adopted in traditional collaborative 

filtering approaches to compute the similarity between two users. However, all the preferences 

on the co-rated items of two users contribute equally to the similarity of the users and may lead 

to find inappropriate users as the neighbors for the active user. To address this limitation, we take 

into account content similarities when estimating the similarity between the active user and each 

of other users who have rated the target item and propose the content-weighted correlation 

coefficient measure that gives higher weights to the preferences on the co-rated items that have 

higher content similarity with the target item. Consequently, the content-weighted correlation 

coefficient measure between ua and ub from the perspective of the target item i t is defined as: 
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(or p(ub, ix)) denotes the preference score of the user ua (or ub) on item ix, and m is the number of 

items co-rated by ua and ub. 

  

Furthermore, to increase the number of items co-rated by ua and ub, we design a fill -in strategy 

using the constrained k-nearest item method. Specifically, if ua (or ub) has rated item ix but the 
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other user has not, the preference score of ub (or ua) on ix is temporally filled -in with the 

weighted average preference score of the items rated by ub (or ua). That is, among all items rated 

by ub (or ua), we select only the top-k items whose similarities to the item to be filled-in (i.e., ix) 

are highest and are greater than a prespecified threshold ŭ to compute the weighted average 

preference score ix for ub, where the similarity between a selected item i f and the item to be filled-

in (i.e., ix) is employed as the weight. Afterwards, the top N users with the highest user 

similarities estimated by the content-weighted correlation coefficient measure are selected as the 

neighbors for the active user. 

 

2.3 Preference Prediction 

After identifying the N nearest neighbors and forming the neighborhood for the active user ua, 

the known preferences of the neighbors on the target item i t are aggregated to arrive at a 

preference prediction for ua on i t. We extend the prevalent deviation-from-mean method 

(Resnick et al., 1994; Konstan, et al., 1997) by modifying how the average preference score of 

the active user or each of his/her neighbors selected previously is calculated, as follows: 
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)(),( , where )( aup (or )( bup ) is the 

weighted average preference score of ua (or ub), determined by the constrained k-nearest item 

method (employed by the fill-in strategy of the previous phase). 

 

3. Empirical Evaluation  

We conduct the empirical evaluation of the proposed CWCF technique and use the traditional 

collaborative filtering (namely CF) approach as the performance benchmark. The evaluation 

dataset and the evaluation metrics are first depicted in Section 3.1. Subsequently, important 

evaluation results are discussed in Section 3.2. 

 

3.1 Evaluation Dataset and Evaluation Metrics 

We use the MovieLens dataset collected by the GroupLens Research Project at the University of 

Minnesota to conduct a series of experiments. There are 100,000 ratings (with a scale from 1 to 5) 

from 943 users on 1,682 movies. All of the users in the original dataset have rated at less 20 

movies. Because, in the MovieLens dataset, many users gave identical or highly similar 

preference scores on all movies that they rated, the preference prediction for these users is 

considered uninteresting. Thus, we remove those users with low variance on their preference 

scores (i.e., variance ¢ 1.3) from the original database. As a result, we retain 6,392 ratings from 

225 users on 1,637 movies as our evaluation dataset. Furthermore, because the MovieLens 

dataset does not contain the description of each movie, we obtain these descriptions from the 

Internet Movie Database (IMDB) and accordingly represent each movie as a feature vector. 

 

Two evaluation metrics are employed, including prediction accuracy and coverage. For 

prediction accuracy, we adopt the mean absolute error (MAE) measure (Shardanand and Maes, 

1995), which is defined as: TqpMAE
T

i iiä=
-=

1
)( , where pi is a predicted preference score, qi 
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is its actual rating for the same preference prediction task, and T is the number of preference 

prediction tasks. The second evaluation metric is coverage (Herlocker et al., 1999), which is 

defined as the percentage of the preference prediction tasks that can be predicted by a 

recommendation technique investigated. 

 

3.2 Performance Comparison 

Our pproposed CWCF technique involves two important paramters: ŭ and k in the constrained k-

nearest item method (in the fill-in strategy and the modified deviation-from-mean method). In 

this study, we increase the threshold ŭ from 0.1 to 0.2 and set k 11 for our proposed technique 

and compare its effectiveness with that of CF. As we show in Figure 2, as ŭ increases from 0.1 to 

0.2, the MAE achieved by the proposed CWCF technique substantially reduces at any number of 

neighbors examined (from 1 to 7). CWCF noticeably outperforms CF when ŭ is greater than 0.1. 

The result demonstrates that considering item heterogeneities can help improve the prediction 

accuracy. However, while improving the prediction accuracy, CWCF inevitably sacrifices its 

coverage. As Figure 3 shows, the coverage attained by CWCF decreases considerably as ŭ 

increases. To balance the tradeoff between prediction accuracy and coverage, we can combine 

CWCF with CF. Specifically, CF is activated when CWCF cannot make a prediction for an 

active user. As a result, the hybrid approach (for ŭ=0.2) can achieve the same coverage as CF 

does and its average prediction accuracy is still better than that of CF. 

 

Figure 2. Comparative evaluation on MAE 

 

Figure 3. Comparative evaluation on 

coverage 

4. Conclusion 

In this study, we propose a content-weighted collaborative filtering (CWCF) technique that takes 

into account content heterogeneities when making preference prediction. Our empirical 

evaluation results suggest that our proposed CWCF technique substantially outperforms the 

traditional CF approach in prediction accuracy (i.e., MAE). To address the low coverage of 

CWCF, we also suggest a hybrid approach that combines CWCF and CF. In the future, to 

improve the generalizability of the evaluation results reported in this study, we should conduct 

additional evaluations that involve different contexts (i.e., book, music recommendations). 

Moreover, the extension and improvement of CWCF that can achieve higher coverage while 

maintaining similar accuracy level represents an essential direction for future research. 
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Abstract 
Prior research shows some evidence that IT reduces inventory, but also raises important 

estimation issuesðpossible endogeneity, omitted complementarity, and omitted variables. We 

address these issues using data of 1,052 firms over 6 years. Surprisingly, we see no evidence of 

IT impact on inventory for the average firm.  We next probe deeper beyond just the average firm, 

by examining moderators and mediators of the IT-inventory relationship. We then find that the 

aggregate IT effect on inventory masks two contrasting roles that IT plays. First, the further up a 

supply chain where distortion is the greatest, the more IT reduces inventory.  Second, IT 

facilitates firm growth, which increases inventory.  Together our analyses open up new 

directions, both empirically and theoretically, to relate IT to inventory. 

 

Keywords: Inventory, Information Technology, Supply Chain, Distortion, Firm Growth 

 

1. Motivation  

In this paper, we focus on a specific mechanism through which IT could enhance productivity at 

the firm level, that is, by reducing a critical form of working capital: inventory.  Inventory is a 

central subject of study in operations management and it arises as working capital because of 

mismatches in supply and demand.  Its importance is evident: it comprises 20% of total assets for 

the average listed firm.  So we ask: does IT really reduce inventory at the firm level?  

 

2. Baseline Result: A Direct Relationship between IT and Inventory 

Our analyses, at the first step, find no evidence to support a direction relationship between IT and 

inventory. This is somewhat surprising in light of both substantial investment in IT in industries 

and widely recognized theories in academia that IT improves information flows along supply 

chains, which in turn increase efficiencies in inventory management (e.g., Milgrom and Roberts 

1988).  Further, there is some empirical evidence in the literature suggesting that IT reduces 

inventory (e.g., Mukhopadhyay, et al. 1995, Barua, et al. 1995, among others).  We extend this 

literature by taking into account of three important estimation issues:  

¶ We employ novel instrumental variables (e.g., executivesô college majors and age, and the 

number of transistors on microchips) to address possible endogeneity that IT could be 

endogenously determined due to decreased inventory and thus increased productivity. The 

idea is that firms whose executives are younger and have more IT-related majors are more 

likely to have higher IT. They are unlikely to be correlated with factors that jointly determine 

inventory and IT or mechanisms that go from inventory to IT (such as firm profitability).   

¶ We address complementarities of IT components in a firmôs IT infrastructure, by examining 

not only specific IT measure like ERP usage but also board measures like IT stock.  

¶ We try to avoid omitted variable biases by adding controls for inventory, which are just 

reported in recent operations studies (Gaur, et al. 2005, Rumyantsev and Netessine 2007).  

With these three econometrics issues addressed, our regression model is as follows: 
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where ɘit is a measure of inventory (log days of inventory) for firm i in year t.  Ű is IT, the variable 

of interest, with up to l lags.  ȹ is a vector of control variables that can affect inventory (Gaur, et 

al. 2005, Rumyantsev and Netessine 2007)). Ů is assumed to be white noise. ű captures firm-fixed 

effects and ɣ, year effects.     

 

We use data from several sources.  From the Computer Intelligence (CI) database, we obtain 

proprietary information on firmsô IT infrastructure (based on which we compute IT stock) and 

ERP applications (based on which we compute scores to indicate the extent of firm-level usage 

of supply chain ERP and general ERP systems).  From Information Week, we obtain rankings of 

firmsô use of IT, as an additional measure of IT.  We use Compustat for accounting data such as 

inventory.  We use GVKEY to establish concordance among these datasets.  Our final dataset 

consists of 1,052 unique firms during 2001-2006.  In the subsequent analysis (Tables 1-3), we try 

both IT stock and IT rank and obtain highly consistent results.  For example, Table 3 presents 

results for IT rank; using IT stock gives qualitatively similar results. 

 

Table 1 shows our baseline results.  In columns (A), (B), and (C), we show that our IT measures 

can replicate results in previous studies that IT reduces inventory; these prior studies tend to use 

narrow measures for specific IT (like ERP).  To address complementarities of IT applications, 

we use broader measures of IT as well.  In (D) and (E), we use two example broad measures: the 

log of IT stock and Information Weekôs IT rank indicating IT leaders.  While we are still able to 

obtain a negatively signed estimate in (D), we could not in (E), where the IT rank arguably better 

captures overall complementarity than that of IT stock. In columns (F) and (G), we address 

omitted variables bias by introducing control variables for inventory.  As examples, we report 

estimates using the narrow ñsupply chain ERP scoreò in (F) and the broad IT stock measure in 

(G); both columns use the Gaur, et al. (2005) control variables as an example.  In (F), we see that 

the IT measure has now lost its minor statistical significance in (A).   We obtain qualitatively 

similar results using other IT measures and the control variables from Rumyantsev and Netessine 

(2007) instead. In columns (H) and (I), we address endogeneity by introducing instrumental 

variables.  Now, all IT measures are statistically indistinguishable from zero.  

 

In sum, addressing the three estimation issuesðpossible endogeneity, omitted complementarity 

bias, and omitted variables bias, we see absence of evidence that IT reduces inventory for the 

average firm, which suggests the need to revisit the current evidence in the empirical literature. 

 

3. Moderating Effect on the IT-Inventory Relationship 

Next we propose a moderator hypothesis that we are more likely to observe more negative IT 

effects for upstream firms (manufacturers versus retailers) because they face higher information 

distortion than firms at the downstreamðaccording to the ñbullwhipò effectðand because IT 

helps to mitigate impacts of distortion.  Table 2 presents the results. To reiterate, we conduct IV 

estimation, use both specific and broad measures for IT, and employ controls for inventory 

(similar analyses performed in section 4).  In columns (A), (B), and (C), we run seemingly 

unrelated regressions in a system of equations for manufacturers, wholesalers, and retailers.  

When we measure IT with a narrow measureðsuch as supply chain ERP as shown in Table 2ð

(1) 



60 

 

we see mostly no IT effect; the best is a weakly significant and positive estimate of the IT effect 

for retailers.  A possible interpretation is that IT may facilitate firm growth (Mitra 2005).  When 

we measure IT with a broad measureðsuch as the log of IT stockðwe see that the IT effect is 

significantly negative for manufacturers, not significant for wholesalers, and significantly 

positive for retailers.  Here, we are concerned about the differences in the IT effect, e.g., 

differences across columns (A)-(C), rather than the absolute level of the effect.  The last row of 

Table 2 shows results from a generalized Hausman cross-equation test.  The differences are 

mostly significant, consistent with a theory in which IT works through the mechanism of 

mitigating information distortion to reduce inventory. 

 

4. Mediating Effect on the IT-Inventory Relationship 

From another theoretical perspective, we hypothesize that IT affects inventory via mediators like 

firm growth.  The underpinning theory is that IT facilitates growth (Mitra 2005), which tends to 

increase inventory (Porteus 2002).  We use three measures for firm growth, growth in sales, 

assets, and costs of goods sold (COGS).  In Table 3, column (A) uses supply chain ERP as an 

example of narrow measures for IT, and sales growth as the measure for firm growth.  It has two 

parts, the mediator regression and the structural equation (see Table 3 for explanations).  In the 

mediator regression, IT is positively signed.  The estimate for IT in the structural equation 

becomes statistically insignificant (i.e., 0.000 in the ñStructò column). In column (B), we show 

another example estimation, this time using a broad measure of IT and a different measure of 

firm growth. The result is similar. Indeed here, once we include the growth mediator, the IT 

effect turns even negative, to -0.003.  Growth in COGS gives consistent results.  In sum, the 

results are consistent with the view that IT may reduce inventory (perhaps by reducing 

information distortion in product market uncertainty), but this reduction can be more than 

compensated by ITôs increasing inventory via firm growth. 

 

5. Concluding Remarks 

To sum up, our analyses extend the literature by specifying a model that deals with the three 

econometrics issues when relating IT to inventory.  We estimate the model using a recent, large-

scale dataset; and a striking result is the absence of evidence for IT affecting inventory for the 

average firm.  The result is robust to alternative model specifications, various measures of IT and 

inventory, alternative instrumental variables, and correction for potential selection bias 

(untabulated).  These analyses emphasize that our result is achieved with rigorous econometrics, 

thus suggesting the need to revisit the commonly recognized role of IT in reducing inventory.  

We advance the theoretical development along this line by showing how the role of IT in 

inventory management may be shaped by moderators related to information distortion, as well as 

by mediators pertaining to the strategic role of IT in enabling firm growth.  Overall, these results 

help us better understand, both empirically and theoretically, the role of IT in inventory 

management in modern firms. 
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Table 1. A Direct Relationship between IT and I nventory 
 

The dependent variable is log days of inventory, and the regression model is equation (1) in the text. All estimations 

are done with Huber-White robust standard errors. We also cluster at the firm level to minimize serial correlations of 

the error term. Numbers in brackets are standard errors. 
 

  REPLICATION  OUR APPROACH 

 

(A) (B) (C) (D) 
+Broad 

measure 

(E) 
+Broad 

measure 

(F) 
+ Control 

vars 

(G) 
+ Control 

vars 

(H) 
+IV 

(I) 
+IV 

IT MEASURE          

Supply chain ERP score -.034* 
(.023)  

   -.003 
(.024)  

-1.43 
(17.4)  

General ERP score  -.049** 
(.024) 

-.070***  
(.026) 

  
    

 - 1 lag 
  

-.024 
(.021) 

  
    

 - 2 lags 
  

-.002 
(.021) 

  
    

Log IT stock  
 

 -.027*** 
(.006) 

 
 

-.029*** 
(.007)  

.031 
(.149) 

IT rank     .000 
(.000)     

CONTROLS 
$
          

Gaur, et al. (2005)      Yes Yes Yes Yes 

N 5306 5306 5306 4871 4871 4269 3937 1204 1204 

P .000 .000 .000 .000 .000 .000 .000 .000 .000 

*, **, *** means significance at the 10%, 5%, 1% levels.  
$ 
These controls are from Gaur, et al. (2005). Using controls in Netessine and Rudi (2006) yields consistent results.  
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Table 2. Moderation  
 

The dependent variable is log days of inventory. The specification is in the baseline model, equation (1) in the text.  

All estimations are done with Huber-White robust standard errors. We also cluster at the firm level to minimize 

serial correlations of the error term. Numbers in brackets are standard errors. 
 

 (Manufacturers: NAICS 31-33; wholesalers: NAICS 42; retailers NAICS 44-45) 

 
(A) 

Manuf 
(B) 

Wholesale 
(C) 

Retail 
(D) 

Manuf 
(E) 

Wholesale 
(F) 

Retail 

IT MEASURE       

Narrow measure:       

Supply chain ERP score 0.057 0.22 .378*    

 (.308) (.273) (.219)    

Broad measure:       

    Log IT stock    -.196*** 0.259 .344*** 

    (.055) (.196) (.063) 

CONTROLS 
$
       

Gaur, et al. (2005) Yes Yes Yes Yes Yes Yes 

F 386 161 2038 386 161 2038 

p .000 .000 .000 .000 .000 .000 

GENEARLIZED HAUSMAN 
CROSS-EQUATION TEST  

(A) vs. (B) (B) vs (C) 
 

(D) vs. (E) (E) vs. (F) 

  ɉ
2 

 3.29 103.0  20.35 34.05 

 p  .772 .000  .002 .000 

*, **, *** means significance at the 10%, 5%, 1% levels. 
$ 
These controls are from Gaur, et al. (2005). Using controls in Netessine and Rudi (2006) yields consistent results.  

 

Table 3. Mediation  

 
The dependent variables are shown in the column heading, where ñMedò means a regression of the mediator on IT 

and other controls for firm growth and ñStructò means a structural equation that regresses log days of inventory on 

IT as in equation (1), but including the mediator as an additional covariate. All estimations are done with Huber-

White robust standard errors. We also cluster at the firm level to minimize serial correlations of the error term. 

Numbers in brackets are standard errors.  

 
(A) 

Med 
 

Struct 
(B) 

Med 
 

Struct 

IT MEASURE     

Narrow measure:     

Supply chain ERP score 12.89*** 
(2.28) 

.000 
(.000)   

Broad measure:     

 IT rank 
  

.116*** 
(.040) 

-.003*** 
(.001) 

MEDIATOR     

Sales growth  .120***   

  (.030)   

Assets growth     .120*** 

    (.032) 

CONTROLS 
$
     

Gaur, et al. (2005) Yes Yes Yes Yes 

F 21.67 30.56 17.22 3.56 

P .000 .000 .000 .000 

*, **, *** means significance at the 10%, 5%, 1% levels. 
$ 
These controls are from Gaur, et al. (2005). Using controls in Netessine and Rudi (2006) yields consistent results.  

Note. The ñMedò regressions include controls for firm growth identified from prior research, including COGS, gross 

margin, gross PPE, debt leverage, cash flow on assets, and book-to-market ratio. 
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Abstract 

This paper determines whether the opportunities for firms to use IT to improve their performance 

have been decreasing over time, by examining how IT industry firmsô stock prices react to changes 

in economic conditions. We develop a novel event-study approach and explain the logic behind our 

empirical analysis. Our analysis of the IT industry as a whole indicates that the opportunities for 

firms to use IT to improve their performance are not vanishing. However, there are sectors within 

the IT industry that no longer provide value-enhancing opportunities for firms.  

Keywords: business value of IT, event study, stock price volatility 

1. Introduction 

The article titled ñIT Doesnôt Matter,ò published in the May 2003 issue of the Harvard Business 

Review (HBR) created quite a stir. Carrôs claims suggest that firms should not invest in new IT 

applications (Carr 2003). If firms stop funding new IT applications, IT academics and IT 

practitioners, and many firms in the IT industry will be in serious trouble. Such actions by firms 

would lead to the demise of many firms in the IT industry, a smaller role for IT practitioners in 

non-IT industry firms, and a reduction in jobs in IT-related disciplines.  

The absence of strong evidence to indicate that firms benefit from their IT investments, together 

with the controversy created by Carrôs article makes it increasingly important to provide 

evidence of the business value of IT. In this paper we describe an event study that does so in an 

unconventional way. We assert that if IT no longer provides opportunities for firms to improve 

their performance, firms would stop investing in new IT applications. As a result, financial 

market data can be used to determine whether firmsô investments in new IT applications are 

decreasing. We argue that the volatility in market value of an industry to economic news 

indicates whether the industry provides an undifferentiated input (e.g., electricity) or one that 

could potentially be the key to improving firm performance. So if IT has become (or is becoming) 

an undifferentiated input, its volatility to economic news should be low, comparable, for example, 

to the volatility in the electric power industry. We lay out the bases for our assertions in the next 

section.  

We study firms in the IT industry and the Utilities, and Transportation & Freight industries from 

1980 to 2007.
 
Our analysis clearly indicates that overall, the IT-engendered opportunities for 

firms to improve their performance have not decreased over time. Firms continue to invest in 

new IT applications and the investments in new IT applications are not decreasing. We conclude 

that IT spending on new IT applications is not an endangered species.  
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2. Theory and Hypotheses 

2.1 Categorization of IT Investments made by Firms 

We lump all investments made by firms into two categories: investments necessary to maintain a 

firmôs current business (ICB) and investments in new initiatives (INI). ICB investments are 

necessary to sustain a firmôs current operation in order to sustain a firmôs current business model. 

INI investments fund new initiatives that will enable a firm to perform better in the future. INI 

investments may enable a firm to expand operations, change the way it will perform some 

operation in the future, or even completely change the firmôs direction. 

In an IT investment context, ICB are investments that are necessary to sustain the IT applications 

currently in use. These IT investments are necessities if a firm is to exploit its current capabilities. 

For example, if a firm discovers a new IT security threat, it may have to make IT investments to 

fend off this threat. INI are discretionary investments in new IT applications that a firm plans to 

deploy in the future. For example, a firm may consider launching a Knowledge Portal that 

facilitates sharing of ideas among employees and community building.  

The IT investments made by firms are contingent upon whether or not new IT applications 

provide opportunities for firms to improve their performance, i.e., whether IT matters? Firms 

will only make INI investments if new IT applications enable firms to improve future 

performance. Firms have to make ICB investments whether IT matters or IT does not matter. We 

describe later how the IT investments made by firms affect demand for the products and services 

provided by IT industry firms. The literature suggests that firms favor ICB investments at the 

expense of INI investments, because ICB investments are less risky and offer more immediate 

benefits. We assert that firms make ICB investments before they make INI investments. 

2.2 Economic Conditions, IT Investments and their Impact on the IT industry 

In an economy, economic conditions improve, stay the same, or worsen over time. The demand 

for products in the economy is affected by these conditions. In general, when economic 

conditions improve, product demand increases, and vice versa. However, the changes in demand 

emanating from changes in economic conditions differ across products. For example, economic 

conditions affect demand for medicines less than demand for furniture or vacations. Medicines 

are more of a necessity for most consumers than is furniture or a vacation. The products of some 

industries are necessities for their customers, while others are discretionary. From our earlier 

discussion we can conclude that ICB investments are more of a necessity than are INI 

investments. Since ICB investments are a higher priority than INI investments, economic 

conditions have a greater impact on INI investments than ICB investments.  

2.3 Market Assessment of IT Investments 

It is a well-established paradigm in finance that asset prices in financial markets are affected by 

the arrival of new information. For example, studies have investigated the ñnew informationò 

effect on stocks, bonds, futures contracts, foreign-exchange rates, interest rates and currency 

options, etc. (Nofsinger and Prucyk 2003). However, in all earlier IT business value-related 

event studies (BVES), the ñnew informationò events were specific, IT-related decisions made by 

individual firms and their effects on the stock price of the firm making the IT-related decision. In 

this study, the ñnew informationò events are news releases of macroeconomic information that 

may indicate to financial markets that economic conditions have changed, and the effects of such 

changes on the stock prices of groups of firms (e.g., IT industry firms). The stock price of firms 
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whose product demand is relatively invariant to economic conditions will not be greatly affected 

by new information indicating a change in economic conditions, and vice versa.  

If IT does not provide performance-enhancing opportunities, firms will make fewer INI 

investments (in the extreme case, no INI investments). Therefore, if the opportunities to use new 

IT applications to increase firm value are decreasing, the volatility of stock prices of IT industry 

firms (as a whole) to changes in economic conditions should be decreasing and approaching the 

stock price reaction of firms in industries that produce widely-used inputs that no longer are the 

impetus for performance enhancing investments (i.e., they are ICB investments). This leads us to 

our primary hypothesis. 

H1: The volatility of stock prices of firms in the IT industry to changes in economic conditions 

has decreased over time and is approaching the volatility of stock prices of firms in 

industries that produce widely-used inputs that primarily are ICB investments for their 

customers. 

We refer to non-IT industries that produce widely-used inputs that primarily are ICB investments 

for their customers as WUICB industries. WUICB industries supply inputs that do not provide 

the impetus for firms to improve their performance.  

Consider a firm in the IT industry that produces a single product. If the product is an INI 

investment for its customers, the demand for its product will likely be greatly affected by 

changes in economic conditions. However, if the product is an ICB investment for its customers 

(e.g., the firm provides security protection), economic conditions will have relatively little effect 

on the demand for its product. Hence, the stock prices of IT industry firms whose products are 

INI investments for their customers will be greatly affected by economic conditions, while the 

stock prices of IT industry firms whose products are ICB investments for their customers will not 

be greatly affected by economic conditions. This leads us to state the following hypotheses: 

H2a: The volatility of stock prices (to changes in economic conditions) of IT industry firms 

whose products primarily are ICB investments for their customers, will be lower that the 

volatility of stock prices of the IT industry as a whole. 

H2b: The volatility of stock prices (to changes in economic conditions) of IT industry firms 

whose products are ICB investments for their customers will be similar to the volatility of 

firms in WUICB industries. 

H3: The volatility of stock prices (to changes in economic conditions) of IT industry firms 

whose products primarily are INI investments for their customers will be higher that the 

volatility of stock prices of the IT industry as a whole. 

Hypotheses 2 and 3, in effect determine whether our key assumption, that firms make ICB 

investment before they make INI investments, is merited. In our empirical study, we do not 

directly observe individual firmsô investment decisions. By observing the effects of changing 

economic conditions on the stock prices of relevant firms in the IT and WUICB industries, we 

can determine the extent to which firms are making INI investments. 

 

3. Empirical Study - The Data 

In this study, it was necessary to: (1) identify public firms in the IT industry and those in 

WUICB industries, (2) identify news sources signaling a change in economic conditions, (3) 

determine the price reaction for groups of firms to economic news, and (4) analyze the price 

reaction for groups of firms to changes in economic conditions to test our hypotheses. 
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We chose two industries to represent WUICB industries: (1) Utilities, and (2) Transportation & 

Freight (TF). We chose these industries for the following reasons: (1) The products of both these 

industries are widely-used inputs by firms, just as most firms use IT industry products to run 

their business today, and (2) Utilities and TF are infrastructure-providing industries, similar to IT. 

Moreover, this choice mimics the development of electricity and railroads in Carr (2003). At the 

six-digit NAICS level, eight utility sectors, eleven TF sectors and twenty-five IT sectors 

appeared in our data.   

The US government and independent agencies release a variety of monetary and non-monetary 

information (e.g., the unemployment rate, personal income, consumer price index, durable goods 

orders, producer price index, construction spending, gross national product, etc.) that is 

indicative of economic conditions. Following the literature, we chose a relatively comprehensive 

set of 16 different types of events. For each announcement, we computed a market-weighted 

price change for the announcement for each group (industry or sector, as needed for each 

hypothesis) on the announcement day. We computed the price volatility for group j on day t (Rjt) 

as follows, 
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where the price of the stock of company i in group j at the end of trading day t is denoted by
ijtP , 

,ij tN  is the number of shares outstanding for firm i, in group j, at the end of trading day t. Rjt is the 

market-weighted price change for the firms in group j on day t. We compute the absolute value 

of the change in price because we are interested in the magnitude of the change, not the direction.  

 

4. Analysis & Results  

4.1 Hypothesis 1 

Our initial analysis focuses on whether there is a significant difference between the volatility of 

IT industry and WUICB industry firms; and whether IT volatility is decreasing and approaching 

that of WUICB over time. The three industries of interest include 44 sectors at the six-digit 

NAICS level. We test the first hypothesis by estimating the following model: 

Volatilityijt = b0+b1³UT +b2³TF+b3³ Eventj +b4³ Yeart +b5³UT³Yeart+b6³TF³Yeart + eijt  (2) 

where Volatilityijt is the volatility of sector i, to event j in year t. We coded the IT industry as 0 

and created two dummy variables UT and TF for the Utility and Transportation & Freight 

industries, respectively. Equation (2) specifies a simple fixed-effects model with interactions. We 

treated year as a continuous variable, coding the year as follows: 0 for 1980, 1 for 1981, 2 for 

1982, etc. The interaction terms between each WUICB industry (utility and TF) and year tests 

whether the difference between IT and the relevant WUICB industry changes over time. 

Estimation results for this model are reported in Table 1, under the ñModel 1.1ò heading. Due to 

space, we do not display the fixed-effects coefficients for the variable Event (15 coefficients) in 

the table. First notice that the two main effects, the UT coefficient (-0.015) and the TF coefficient 

(-0.008) are negative and highly significant (p<0.001). This suggests that over the entire period 

from 1980 to 2007, the IT industry was very different than both WUICB industries. The 

interaction term between UT and Year is not significant (p=0.41), indicating that the trend over 

time is the same for both IT and utility industries. However, the interaction between TF and Year 
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is negative and significant (-0.0002), indicating that the difference is amplified over time. This is 

not a surprise since the TF industry had very high volatility prior to 1985. The net effect shows 

that on average, IT industry volatility is 1.5 percent higher than the utility industry and 0.82 

percent higher than the TF industry.  

4.2 Hypotheses 2a and 2b 

To test hypothesis 2a and 2b, we sought a group of IT industry firms that provide products that 

are primarily ICB investments for firms. Consider firms that manage the computing facilities 

(MCF) of other firms (e.g., Electronic Data Systems, OAO Technology Solutions, Inc.). Demand 

for the services of these firms is primarily driven by their customersô need to keep the IT 

applications they currently use running smoothly. The demand for the services of these firms are 

ICB investments for their customers. Investments in new IT applications (INI) are likely to have 

little effect on MCF firmsô demand, until these new applications are put to use (i.e., production).  

IT firms that manage computing facilities are included in two NAICS codes, 541513 and 518210. 

The data indicates that the volatility of MCF firms has been consistently lower than that of other 

IT firmsô over time and is very close to the volatility of UT and TF firms. To test hypothesis 2a, 

we estimated the following model: 

 Volatilityijt =b0+b1³MCF +b2³ Eventj +b3³ Yeart +b4³MCF³Yeart + eijt  (3) 

We created a dummy variable MCF (1 for IT firms in the MCF sectors and 0 otherwise). We also 

added an interaction term MCF³Year to examine the volatility of MCF firms over time. Note 

that only IT industry firms are included in the estimation to test hypothesis 2a. The results are 

reported in the column ñModel 2.1ò in Table 1. Firms in the MCF sector have a significantly 

lower volatility (coefficient -0.009 and p-value less than 0.001), than the other IT sectors. The 

MCF³Yeart term is also significant and negative, suggesting that over time the volatility of MCF 

firms has decreased relative to firms in the other IT sectors. Thus, hypothesis 2a is supported.  

Hypothesis 2b states that the volatility of MCF firms is similar to that of firms in the WUICB 

industries. To test this hypothesis we use the model specified in equation (2). However, in this 

case the IT data only includes MCF firms, which were coded as 0, while UT and TF firms were 

coded as 1. The estimation results are reported under ñModel 2.2ò in Table 1. These results 

indicate that MCF firmsô volatility is significantly higher than that of UT (main effect of UT is -

0.007), but the gap is shrinking (the interaction with year is positive with a coefficient of 0.0003). 

Thus, MCF firms are becoming more utility-like. The comparison with the TF industry tells a 

more interesting story. The volatility of MCF firms is not significantly different than that of TF, 

both for the main effect (p =0.81) and the interaction effect with year (p=0.14). Together, these 

results indicate that the products offered by MCF sector firms are very similar to products 

offered by WUICB industry firms. The services offered by firms in these sectors are ICB 

investments for their customers.  

4.3 Hypotheses 3 

To test hypothesis 3, we sought a group of IT industry firms that provide products that are 

primarily INI investments for firms and their products provide most of the firmsô revenues. Over 

the past few years there has been an increased awareness that RFID-based applications may have 

become commercially viable (Lee and Ozalp 2007). We identified 12 public firms from the 

Hooverôs company information database that produce RFID-based products and meet one 

additional condition; these firmsô main line of business is in RFID-related products. The results 
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in the column titled ñModel 3.1ò indicate that the volatility of stock prices for this group of firms 

is greater than the IT industry as a whole (excluding firms in the RFID group). The results in the 

columns titled ñModel 3.2ò and ñModel 3.2ò indicate that the volatility of stock prices for this 

group of firms is also much greater than the WUICB industry firms and the S&P500 firms 

respectively. These results provide additional support for the logic upon which our study is based. 

IT industry firms that provide products that are necessary for the new IT applications being 

deployed by firms are much more sensitive to changes in economic conditions than firms whose 

products keep existing IT applications running smoothly.  

 

5. Summary & Conclusions 

This study provides evidence as to the validity of Carrôs claims. Our results indicate that firmsô 

impetus to invest on new IT applications has not vanished, as would be expected if IT does not 

provide firms with opportunities to create value. Our results show that managers still believe that 

IT provides opportunities to improve firm performance, even though some studies have found 

that firms do not retain any of the value generated by IT investments (Hitt and Brynjolfsson 

1996). Our results should be good news for IT-related professions: they are not in the process of 

becoming an endangered species. Besides, this study provides evidence that many firms continue 

to find new ways to use IT to improve performance. It should cause managers who were swayed 

by Carrôs arguments to re-visit their decisions regarding investments in new IT applications. 

Moreover, continued investments in new IT applications by firms should also be good news for 

the economy as a whole (Brynjolfsson and Saunders 2010). 

Table 1: Hypothesis testing results 

  Hypothesis 1 Hypothesis2a Hypothesis2b   Hypothesis 3   

Variables Model 1.1 

Model 2.1         

(vs. IT) 

Model 2.2         

(vs. UT&TF) 

Model 3.1          

(vs. other IT) 

Model 3.2         

(vs WUICB) 

Model 3.3          

(vs SP500) 

Intercept 0.024 *** 0.025 ***  0.015 *** 0.027 *** 0.012 *** 0.010 *** 

UT_Dummy -0.015 *** - -0.007 *** - - - 

TF_Dummy -0.008 *** - -0.0001  - - - 

Year 0.0002 *** 0.002 *** -0.000  0.0001 *** 0.0001 *** 0.00004  

UT_Dummy × Year 0.00003  - 0.0003 *** - - - 

TF_Dummy × Year -0.0002 *** - 0.000 - - - 

MCF - -0.009 *** - - - - 

MCF × Year - -0.0002*** - - - - 

RFID - - - 0.008 *** 0.022 *** 0.027 *** 

RFID × Year - - - -0.00008 -0.0004  0.0000  

Event Included Included Included Included Included included 

R-square 0.058 0.02 0.018 0.01 0.082 0.094 

F-Value 308.35 *** 62.02 *** 45.15 *** 35.75 *** 245.24 *** 52.46 

df 20 18 20 18 18 18 

N 99448 55730 49107 99557 48792 9103 

*** significant at 0.001 
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Abstract 

 

Personalization and recommendation systems are being increasingly utilized by ecommerce 

firms to provide personalized product offerings to visitors at the firmsô web sites. These systems 

often recommend multiple items (referred to as an offer set) that might be of interest to a visitor. 

When making recommendations firms typically attempt to maximize their expected payoffs from 

the offer set. This paper examines how a firm can maximize its expected payoffs by leveraging 

the knowledge of the profiles of visitors to their site. We provide a methodology that accounts for 

the interactions among items in an offer set in order to determine the expected payoff. Identifying 

the optimal offer set is a difficult problem when the number of candidate items to recommend is 

large. We develop an efficient heuristic for this problem, and show that it performs well. 

 

Keywords:  Personalization, recommendation, e-commerce, probability theory 

 

1. Introduction  
Effective personalization can help firms reduce their customersô search costs and enhance 

customer loyalty. This, in turn, translates into increased cash inflows and enhanced profitability 

(Ansari and Mela 2003). Extant research has shown that in electronic shopping environments, 

personalized product recommendation enable customers to identify superior products with less 

effort (Häubl and Trifts 2000). These works have demonstrated that personalization can be an 

effective tool for firms.  

 

The personalization process consists of two important activities, learning and matching. 

Learning involves collecting data from a customerôs interactions with the firm and then making 

inferences from the data about the customerôs profile. For instance, the relevant profile for a 

customer may be her membership in one of several possible demographic or psychographic 

segments, which could be based on age, gender, zip code, income, political beliefs, etc. 

(Montgomery et al. 2001, Wall Street Journal October 17 2007). Matching is the process of 

identifying products to recommend based on what is known about the customerôs profile. 

Naturally, the quality of a customerôs profile should impact the ability of the firm to provide high 

quality recommendations targeted towards sales (viz., the matching ability). 

 

In this research, we examine how a firm can maximize its expected payoffs when making 

recommendations to users by leveraging the knowledge of the profiles of visitors to the site. In 

order to identify the best set of items to offer (e.g., links on a page to a set of recommended items 

that we call the offer set), a firm would first need a methodology to evaluate the expected payoff 

given an offer set. Then, the optimal offer set can be determined by selecting the set of items that 

maximizes the expected payoff for each page requested by the visitor based on what the firm 
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knows about the visitorôs item history (denoted by IH) and the profile. To evaluate the expected 

payoffs from an offer set the firm would need to evaluate the likelihood of each offered item 

being viewed and eventually purchased. The probability that an item will be viewed when 

provided in an offer set depends not only on the probability parameters associated with the item 

itself, but also on the other items in the offer set. Therefore, the interaction among items in an 

offer set should be accounted for when evaluating the expected payoffs from that offer set. 

 

Extant literature has not formally analyzed the impact of the composition of an offer set on the 

resultant expected payoffs. Existing approaches that consider multiple recommendations 

typically sort the items identified for recommendation by some criteria and simply take the top n 

items to recommend (Huang et al. 2004, Zaïane 2002). A novelty of the proposed approach is 

that it explicitly studies the impact of an item in the offer set on the probability of other items in 

the offer set being viewed and ultimately purchased when calculating the expected payoffs from 

that offer set.  

 

In the next section, we present the framework to evaluate the expected payoffs from an offer set. 

A firm can evaluate all feasible offer sets using this framework and select the optimal one. We 

present in Section 3 an efficient heuristic approach to determine the offer sets quickly when the 

number of sets to evaluate is large. Section 4 discusses experiments to evaluate the performance 

of the proposed approach. Concluding remarks are provided in Section 5.  

 

2. Evaluating the Expected Payoff from an Offer Set 
The interactions between a visitor and the site are iterative in nature, with the firm providing a 

new offer set at each interaction (i.e., each time the visitor makes a page request). Given an offer 

set, the visitor may either view detailed information on one of the offered items or ignore the 

offer set. When the visitor views information on one of the items (say i j) by clicking on the 

appropriate link, the site provides detailed product information for item i j, along with a new offer 

set (i.e., a new set of recommendations) in case the visitor does not like the product. If, on 

viewing the information on item i j, the visitor decides to purchase that item, it results in a payoff 

to the firm. If the visitor does not purchase that item, then the visitor has the option of selecting 

an item from the new offer set for further evaluation, and the process repeats.  

 

A visitorôs decisions are driven by the visitorôs profile and the items previously viewed by the 

visitor. A visitorôs profile is represented by the set of possible classes (ai) the visitor may be a 

member of, accompanied by the probability associated with each class. At any point in time, the 

visitorôs item history is known to the site; the site can derive a probability distribution of the 

visitorôs profile information given the visitorôs item history, i.e., the probability P(ai|IH) for each 

ai (details of the belief revision process are suppressed for lack of space). To estimate the 

probability that a given visitor purchases an offered item i j, the site needs to estimate the joint 

probability distribution of the visitor viewing the item (vj), purchasing the item (sj) and the 

visitorôs profile, i.e., the site needs the joint probability P(sj,vj,ai|IH) for each ai. This probability 

can be expressed as:  

P(sj,vj,ai|IH)= P(sj|IH,vj,ai)P(vj|IH,ai)P(ai|IH). 

 

Given an offer set (O) and the knowledge about the visitorôs profile, the firm can calculate the 

expected payoff from that offer set (EP(O)) in the following manner: 
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where ɤj is the profit realized from sales of item i j.  

 

To operationalize this framework, the firm would need to estimate the following probability 

parameters associated with the choices made by the visitor. 

¶ The probability that a visitor associated with a given profile and item history will view 

item i j when presented with an offer set O={ i1,é,in}, i.e., P(vj|IH,ai,O). 

¶ The probability that such a visitor will purchase item i j after viewing information on that 

item, i.e., P(sj|IH,vj,ai,O). 

 

It would be difficult to directly estimate these parameters from historical data because the 

number of feasible combinations of item histories and offer sets would be typically very large. 

On the other hand, the site may relatively easily estimate the probabilities P(vj|IH,ai) and 

P(sj|IH,vj,ai) using techniques such as association rule mining (Agrawal and Srikant 1994) or 

other probabilistic approaches (Breese et al. 1998). To estimate the probability that an offered 

item will be viewed, P(vj|IH,ai,O), the firm can first normalize the probabilities associated with 

the visitor viewing each of the items P(vj|IH,ai) in the offer set to 1. This assumes that the visitor 

will view at least one of the offered items. The unconditional probability that the visitor will 

view an offered item (i.e., without assuming the visitor must view an offered item) can be 

calculated by multiplying the normalized probability of the visitor viewing an item with the 

probability that the visitor will view at least one of the offered items. To estimate the probability 

that the visitor will view at least one of the items, the firm can first estimate the probability of the 

visitor not viewing any of the offered items (thus allowing for the situation where a visitor leaves 

the site without making any purchases), which is one minus the probability that the visitor will 

view at least one of the offered items.  

 

We assume the probability that a user will purchase an item after viewing information on that 

item is independent of the other offered items given the userôs class, userôs item history, and the 

fact that the user has viewed that item among the offered items, i.e., we assume P(sj|IH,vj,ai,O) = 

P(sj|IH,vj,ai).  

 

3. Determining the Offer Set 
We consider the firmôs objective to be one where it wishes to select the offer set (including a 

predetermined number of items n) that maximizes its expected payoff in each interaction with a 

visitor. An obvious way to identify the offer set that maximizes the firmôs expected payoffs in an 

interaction would be to evaluate all feasible offer sets and then provide the offer set that leads to 

the highest expected payoff. However, when the number of items for consideration is large it 

may not be feasible to evaluate all possible offer sets in real time. We develop an efficient 

heuristic approach to determine the offer set in such situations. 

 

Our approach selects items to include in the offer set in a greedy manner. In the first iteration, the 

algorithm identifies the optimal offer set of size 1 (based on expected payoffs). In subsequent 

iterations, each remaining item is evaluated for inclusion in the offer set. The algorithm 

calculates and compares the expected payoffs from offer sets obtained by adding an item to the 
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current offer set and includes in the offer set the item that leads to the highest expected payoff. 

The complexity of our algorithm is O(n*K), where n is the cardinality of the offer set and K is 

the total number of items the site considers. The complexity for the optimal approach through 

exhaustive search is O(K
n
). 

 

4. Experiments 
To validate our approach we have performed simulated experiments. We use expected payoffs 

from the identified offer sets as a measure of performance. We compare the performance of the 

proposed approach with that of the optimal offer set for many problem instances.  

 

In our experiments, we used a binary class attribute for a visitorôs profile. We generated the 

probabilities associated with viewing an item P(vj|IH,ai) based on a uniform distribution, 

U[0.1,0.7]. We expect the probabilities associated with an item being viewed by members of a 

class and the item being purchased by members of that class to be correlated. Therefore, the 

probabilities associated with members of a class purchasing an item P(sj|IH,vj,ai) were generated 

based on a uniform distribution that is correlated with the distributions associated with members 

of that class viewing the items  (correlation level of 0.2 was used in the reported experiments), 

and normalized to be between 0 and 0.4.  The profit from each item is assumed to be the same 

and equal to 1.  

 

Table 1. Comparison with Optimal 

Profile Probability 

for one Class 

Rank Difference in 

Expected Payoff 

0 1 0% 

0.1 2 -0.24% 

0.2 1 0% 

0.3 2 -0.15% 

0.4 1 0% 

0.5 1 0% 

0.6 2 -0.79% 

0.7 1 0% 

0.8 1 0% 

0.9 1 0% 

1 1 0% 

 

To determine the optimal solution, we evaluated the expected payoffs from all possible offer sets 

and selected the one that provides the highest expected payoff. In these experiments, the 

cardinality of the offer set is 8 and there are 40 candidate items. This leads to 76,904,685 

possible offer sets to evaluate. For a given profile distribution, the proposed approach was 

implemented first to determine the optimal offer set. The expected payoff from the offer set 

identified by the proposed approach was compared with the expected payoff from every feasible 

offer set. We recorded the rank of the expected payoff from this offer set compared to all other 

offer sets and the percentage difference of the expected payoff from this offer set from that of the 

optimal offer set. We repeated the experiments on the same dataset for 11 different user profile 

distributions (profile probability for one class ranging from 0 to 1 in increments of 0.1). The 

results of these experiments are presented in Table 1. 
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The results of these preliminary experiments are very promising, and the proposed approach 

performs extremely well in all the experiments. It is able to identify the best or second best offer 

sets in all the experiments (even when there are in excess of 76 million alternative solutions!).  

 

5. Conclusion and Discussions 
Firms typically make multiple recommendations to visitors traversing their sites. However, 

extant research has not addressed how the multiple items in an offer set impact each itemôs 

viewing and purchasing probabilities and hence a firmôs expected payoffs from an offer set. We 

study how a firm should compose the offer set to maximize its payoffs from the 

recommendations. We propose an efficient heuristic algorithm to determine the offer sets quickly 

when there are a large number of items that are considered for inclusion in the offer set. 

Preliminary experiments demonstrate that the heuristic performs very well compared to the 

optimal approach. We are conducting additional experiments to determine how robust our 

approach is for different problem parameters. Future research will also consider a firmôs 

objective where it wishes to maximize its expected payoff over the entire duration of a session. 
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Abstract 
Community source has been touted to be a new software development model in the Internet era, 

in which a group of firms co-develop the community software. This approach may reduce the 

software development costs as well as the risk of software failures. We study firm decision on 

whether to join the community to develop the software initially or wait to adopt the software until 

it is successfully developed. We find that whether a firm chooses to be a community developer is 

largely determined by the tradeoff between the control on the software features, the cost savings 

and the licensing fee. Further, the community organizer could control the size of the community 

by setting an appropriate licensing fee.  

 

Keywords: Community-based, software development co-development, community formation 

 

1. Introduction 

Complex and specific business requirements nowadays often require firms to create 

proprietary software that is tightly coupled with their business processes. However, this approach 

often requires significant commitment in software development effort (costs) and the ability to 

control software project failure risks. In recent years, we have seen a great deal of emphasis on 

extending beyond a firmôs boundaries to co-create business values with other firms (Feller, et al. 

2008). Community source is one novel software development model that has garnered increasing 

attention from the industry to be an alternative form of software development model. Essentially, 

the model involves firms participating in interorganizational collaboration and communication to 

co-develop software (Wheeler 2007). The community source approach is essentially a hybrid 

model of proprietary development and open source in the sense that a group of firms join the 

community to develop the software and retain intellectual rights of the software developed in the 

community. 

Open source has emerged in recent years to be one of the innovative models to create 

software. However, open source approach has its limitation. First, feature sets that are developed 

in open source are typically standard or common feature sets (Kogut and Metiu 2001). Second, 

the design of open source software is typically controlled by a few people, and thus not all 

participants have direct influence over the final software product (Raymond 2001). Lastly, from 

a firm perspective, there is still the question about the incentives for firm to create a ñpublic 

goodò in the open source community (Dam 1995). In fact, there has been debate about how firms 

should utilize open source. Community source model represents an alternative to collective 

development effort that allows firms to harness the overall efforts from a group of firms.  

Co-development of software introduces the benefits of cost reduction and risk sharing. 

The cost aspect is simply the ñeconomics of scaleò effect, in which more firms shoulder the 

development costs together, thus achieving a cost-sharing effect. Software development also 

involves complex and extensive risks, and many projects often ends up in failure. The risks are 

especially severe if IT is not the core business capability of the firm. However, participating 

early in the software development process allows firms to exert more influence on the software 
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design. Furthermore, firms that participate in software development could enjoy the benefits of 

acquiring licensing fees from other firms should the software project turns out to be successful.  

In this study, we consider a problem in which firms have the options to co-develop the 

software in a community of firms or wait till the software is produced by the community and 

then adopt the software by paying a licensing fee. We are interested in studying the firmôs 

decision about the timing of adopting the software. That is, should a firm join the community 

initially to develop the software or wait until the software product is more mature? Under what 

circumstances will a larger community in software development be beneficial, for the software 

developers and/or for all the potential users of the software? How to optimally set up a licensing 

fee? How are the decisions different from those in an open source community (when the 

licensing fee is zero)?  

In this project, we developed a theoretical model to examine the formation of a 

community to co-develop software. We found that the individual firmôs decision in joining the 

community is largely determined by a tradeoff between (a) joining the community earlier by 

incurring a software development cost and asserting control on the software features with the 

potential of receiving licensing fees in the future if the software is successfully developed and (b) 

joining the community later by paying a licensing fee once the software is complete, with less 

control on the software features. We also found that a social organizer who aims to maximize the 

social welfare may discourage a large crowd in developing the software in the first period when 

the cost of developing software is relatively high. 

 

2. Model  

We assume there are  firms in the market. Each firm makes the decision on either co-

developing the software with other firms in period 1 ( ) or adopting the completed software 

in period 2 ( ). Co-development in period 1 allows a firm to participate in the design and 

implementation of the software and therefore ultimately enjoys the advantage of creating a 

software product that matches well with its requirements. On the other hand, participating in 

software development involves risk of certain project failure. If a firm waits until the second 

period to adopt the software, it can avoid unsuccessful projects. However, it could miss the 

opportunity to exert influence on successful projects. In that case, the firm can only adopt 

software that may not completely meet its requirements.  

A successful project generates value , with each firm having its own private 

software valuation of  We use  to capture the effect of lack of control in software design 

for firms that adopt the software in period 2., i.e., a firm with software valuation of  in 

period 1 will have a valuation of   if the firm chooses to adopt the software in period 2 

rather than develops the software in period 1.  We assume  is distributed in the firm population 

with a distribution function of . The function is differentiable with density function 

. In period 1, the total development cost is equally shared amongst the 

collaborating firms. Let  be the average development cost;  is the number firms 

participating in software development. Ex-ante firms are aware that the project has a probability 

of success . When the project failed, the project value is 0.  

Let the private valuation of software for firms participating in the software 

development. In the second period, the completed software is licensed to the remaining firms 

with a licensing fee . Denote  to be the number of firms choose to pay the licensing fee 

and adopt the software, the average licensing income for the developing firms is .  
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Figure 1 shows the segments of population firms participating in the software development and 

software adoption, respectively.   

 

 
Figure 1. Software development and adoption as captured by and  

We assume payoff is realized in period 1 for a firm that participates in software 

development in the first period, and payoff is realized in period 2 if the firm chooses to adopt the 

software. Thus, we can write a firmôs payoff when it adopts the software in period 2 as 

 
whereas a firmôs payoff if it joins the community to develop the software in period 1 is:  

 
We assume all firms that participate in developing the software share the development 

cost equally. The average development cost is  

 

 
 

where  is the total development cost. Similarly, firms that develop software enjoy the licensing 

fee payment from the firms that adopt the software in period 2. The average licensing fee paid is 

 

 
 

A firm will choose to co-develop the software in period 1 if period 1ôs payoff is higher than 

period 2ôs payoff 

 
(1) 

  

Firms will adopt the software in the second period if the payoff is non-negative 

 

 
 

Consequently, the optimal number of firms that develop and adopt the software is 

 
(2) 

where . We thus can observe the results stated in Lemma 1.  

 

Lemma 1: The equilibrium size of developers (in period one) is decreasing in  and , and  

increasing in  and . That is,  
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Due to space limitation, all proofs are omitted and are available upon request.  

 

Lemma 1 is intuitive: if firms expect the software design is likely to misaligned with their 

requirements , firms have a natural tendency of joining the community in the first period 

to develop the software. The more valuable the software is in the second period, or the higher the 

development cost, the less likely firms will join the community to develop the software in the 

first period. On the contrary, when it is more likely that the project will be successful, or the 

higher the licensing fee in the second period, then more firms will participate in the first period.  

 

2.1 Optimal Licensing Fee () 

We consider two ways to set the optimal licensing fee. One is from the social plannerôs 

perspective, and the other is from the software developer perspective.  

 

Maximize the Welfare of the Software Developer 

For firms that participate in software development in Period 1, the payoff function is 

 
(3) 

 

 

Proposition 1: The optimal licensing fee  that maximizes the payoff of software developers is 

determined by the following condition:   

 
(4) 

 

 

Corollary 1: The optimal licensing fee is increasing in both  and  and decreasing in . 

 

As discussed previously, the licensing fee of the software is a design variable that can be used to 

manage/control the community formation. From Corollary 1, we can see that, when the value of 

the software is high or when the software development cost is high, assuming that firms have a 

natural tendency to avoid participation in the first period, the community organizer should raise 

the licensing fee to discourage the ñwaitingò strategy, and  when the software project is more 

likely to succeed, firms may have more confidence in joining the community in the first period. 

In this case, the organizer could set a lower licensing fee to encourage adoption of software in 

the second period.  

 

Maximize the Social Welfare 

Based on the optimal  and , the social planner function can be written as 

 

(5) 


