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FOREWORD

Welcome to thd-ourthChinaSummenWorkshop on Iformation Management (CSWIM 20110
held inWuhan Chinaon une 1920, 2010 The purpose of the CSWIM is to create a bridge to
promote lively exchangeas the area of information systems and managemeiwteen scholars

in China and othecountries In particular, CSWIM focuses on creating a unique experience for
information systemsl$) researchers around the world who would like to communicate and
collaborate with Chingbased scholarand study how information systems and technologies
affect individuals, businesses, organizations, and societies. In the pastwbreshops
(Shanghai, 2007; Kunming, 2008; Guangzhou, 208pproximatelyl00 participants &nded
each workshop, representing most of the top IS programs in North America, China, and Asia.

The caltfor-paperssolicited original research papers addressing issues concerning the theory,
design, development, evaluation, and application of infoonatystems and management. As a
research workshop, CSWIM encouraged submissions of reseapcbgress that were
innovative and thougkrovoking. Research articles driven by business problems and validated
with proper research methodologies were in ligmand.

In total, 37 papers were presented @BWIM 2010. ™his workshop was annternationally
representativeonference wittapproximately %5 of the papers coming from the U35 2rom
China, and B from other parts of the world.

CSWIM 2010Feature (1)onek ey n ot e Sacplefectd in Eldgttronic CommerceDr(
Ting-Peng LiangNational Chair Professor of Information Managemdifie National Sun Yat
sen University Fellow of the Association for Information Systemand (2) two panels:
fiCracking the Hard Nuts: Strategies and Tactics for Publishing in-Tiep Journals in
Information Systents(Panelistsd. Leon ZhadChair), Paulo Goes, Vijay S. Mookerjee, Sumit
Sarkar, KwokKee Weiand Ping Zhang and iThe Future Directions of Information Systs
Discipline in China (Panelists:Yaobin Lu (Chair), Lihua Huang, Gang Li, Guihua Nignd

Qiang Y§.

We thank the members tfie Advisory Committeg Guoging Chen, Paulo Goes, Alan Hevner,
Robert Kauffman, Ramayya Krishnan, T.P. Liang, Vijay Mookerjallabh Sambamurthy,
Michael Shaw, Olivia R. Liu Sheng, Detmar StraBlernard Tan, Kwolkee Wei andAndrew B.
Whinstor), who gave us advice and encouragement throughouprdparation stages of the
workshop. Waeare gratefuto the PC members for theirligent work during the short review
cycle The importance of the Best Paper Award Commifi&mng Tan(Chair), Paulo Goesand
Zhangxi Lin cannot be overemphasized;t s  me culledivesiriight, experienceand
fairness enabled CSWIM 2010 nominatethe best candidates and final winner of the Best
Paper Award.

Special thanks arewedto the sposors of CSWIM 2010includingthe School of Management,
Huazhong University of Science & Technology; tbellege of Management, Georgia Institute
of Technobgy; the Alfred Lerner College of Business & Economics, University of Delaware;
andthe Information Systems Society



Furthermore, we would like to thank oBublication Chair and \@bmaster Harryiannan
Wang, currently an assistant professor at Unitersi Delaware, for his diligent work in
customizing and mataining the conference system.e\Wlso want to acknoetige the
superb service of the LocalriangementCo-Chairs Dr. Xuefeng Zhaoand Dr. Qiuhong
Wang, of Huazhong University of Science & TecHogy, China, whose tireless work made
it possible to have successful workshop in Wuhan

Finally, we would like to acknowledge the contribution and suppotheHonorary Chair

Dr. Jinlong Zhang, Dean of the School of Management, Huazhong UniverSigiasfce &
Technology. Dr. Zhang and his school provided tremendous financial support for CSWIM
2010. Without him, CSWIM 2010 would not have been a success!

We hope that you enjoyed CSWIM 20Jdhdthat youwill remaininvolvedin future CSWIM
conferenes. Information about CSWIM 2018 athttp://process.lerner.udel.edu/cswim2010.

Han Zhang, Gegja Institute of TechnologyJSA
Yaobin Lu, Huazhong University of Science & Technology, China
Co-Chairs of CSWIM 2010
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Payment Schemes for Internet Advertising: A Tale of Twesided Information
Asymmetry*

De Liu Siva Viswanathan
University of Kentucky University of Maryland
de.liu@uky.edu sviswana@rhsmith.umd.edu
Abstract

This study examines how the uncertainties facing advertisers about the qualityhdisher and

the uncertainties facing publishers about the quality of advertisers affect the optimal choice of
payment schemes (such as 4payimpression, payer-click, and payper-sale) in keyword
auctions.

Keywords: Analytical Modeling Internet Advetising, Payment Scheme, Auction

1. Motivation

The growth of digitization has led to the emergence of new business models and pricing
mechanisms in a wide range of sectors including financial services, consumer retailing, and
advertising among others. Thdvertising sector, in particular, has undergone significant changes

in terms of both the technologies used, as well as the payment mechanisms. Digital technologies
have improved the targetability (the ability to target individual consumers) as welleas th
measurability (the ability to measure the outcomes) of advertising giving rise to a number of new
payment schemes that try to cater to the differing needs of publishers as well as advertisers. The
three most commonly used payment schemes are (i)p&ampression (PPI), wherein
advertisers are charged for each impression or exposure, (ipgr&yjick (PPC), wherein the
advertiser pays only when a user clicks on the link, and (iiiyfeagpale (PPS), where in the
advertisers pay only when a sale, argging from the advertisement, is consummated. As we
move from PPI to PPS, the payments (i.e., the advertising expenses) are more closely tied to the
outcomes (i .e., the advertisersodéd sales and r ¢
consideed the holy grail of advertising. However, the predictions that these new payment
mechanisms (PPC and PPS, in particular) would supplant the more common PPI mechanism
have not materialized. On the contrary, these different payment mechanisms coexsbnveth
publishers still choosing PPl over PPC and PPS. Given the choice of these three payment
schemes, this paper examines the optimal choice of payment scheme for a publisher.

2. Modeling Primitives

We formulate the problem setting as one in which theedder's valuation of advertising
resources (impressions) ateterminedby (hidden) characteristics of both the publisher and the
advertiser. The model assumes that the transaction occurs between a single publisher (drawn
from a pool of publishers) andadvertisers. The publisher has a single advertising slot to offer
and decides which advertiser will get the slot via an auction. Consumers' respond to the
advertisement in three successive steps: impressions (I), clicks (C), and sales (S). We focus on

'Research in progress.
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the transition from | to C (stage 1) and from C to S (stage 2). The rates of successful transition in
each stage, denoted WYPI (the clickthrough rate) andSPC (the conversion rate), are
determined by both advertiser factors and publisher factors. Spéygjfiwe model the CPI as

AB, and SPC as\,B, , where A {AJ,Ah} and A {AZI’AZh} represent advertisers' CPI and
SPC rates andB,| {BH,Blh} and B, | {BZl,BZh} represent the publisher's CPlda®sPC rates
respectively. Therefore the rate of transitioning from 1to S can be decomposed as:

HABB. = B ° B

SalesPerimpression  Click Perimpression SalesPerClick
The rates of the publisher and advertisess, (A,, B, and B,) areindependently drawn from
their respective pools. We denaigand a, as the proportions of stageand stage htype
advertisers respectively, ang and b, as the proportions of sted and stag® htype

publishers (in the publisher pool) respectively. An advertiser's valuation for a sr&let\_/l,s_/] %
is advertiser's private information and is distributed accordirfg(t) with density f (v).

The misclassification and the perceived typedhe publisher and the advertisers can learn each
other's rate types with some imperfection. We model this imperfection through the notion of
misclassification. Specifically, a publisherisclassifies an advertiser's rate type (frota h or

from h to |) with probabilitya . She correctly classifies the advertiser with probabilitya .
Similarly, the advertiser misclassifies a publisher with probabitity We also assume all

advertisers agree on the classification of a publisher. Because of misclassification, the
proportions ofperceivedrate types at each stage are different from those of the true types. We
denote & and & as the proportion ofperceived h-type advertisers at two stages.

Correspondingly, we use denotg | {Eh,‘%} and )%i {,%th} as the expected rates of
perceivechdvertiser types at two stages. Naturafly,¢ &, ¢ &, ¢ A,, s=1...2.

Auction formats: Each publisher chooses one of the three payment schemes, PPI, PPC, and PPS.
Under PPI, advertisers are ranked by willingresgay (WTP) per impression. The winner pays

the second highest price. Under PPC or PPS, the pubtiehsiders advertisers' expected rates

of clicks or sales when ranking their bids. Specifically, under PPC, advertisers are ranked by

WTP per click times perceived rate of cIic@. The winner pays the lowest pdick price that

makeshi m st ay ahead of the next hi ghesscoreadver:t
auction"). Under PPS, advertisers are ranked by WTP per sale times perceived rate of sales (per

mpressmn)@é Once again, a secoisdore payment rulepalies.

A publisher's choice is a mapping from the publisher's {Upﬂa, hl, hh} to payment schemes.
Denote gy, as the probability for a publisher with staeéypet, | {I,h} and stage type

t,i {I,h} to chamse a payment schermai {I,C,S}.

3. Publisher's Revenues under Different Payment Schemes



Lemma 1 In the seconécore PPI (PPC, PPS) auctions with one slot, the advertisers will bid
their true unitvaluation?

As a result of Lemma 1, we caharacterize the equilibrium winning probabilities under each
payment schemet(t, {I,h} represent the perceived type of a random bidder at stage 1 and
stage 2 respectively).

Fvan)=1a,  PlA.A, JFvAs (A, A, I
ro(ka)=1a, , PlE A JFEA (R A, )™
rvkk)=1a, Pl &, FIEE(E &, I

We denote (note that in PPEl = Anl,}%tz = A, andin PPCEtz =A,)

P8 PUE B )R & BB &, b(avmi {1,c.8ha)=vi(y)- - F]

tlth
Lemma2: A publisherdés total expected revenue i s

p'(8.8)=4a, P& & IB.B)EE 1.
p°(8.B)=4 P&, |B,)BE pC.,
pS(Bl’ BZ) = QBZpsase

As can be observed from the above expressions, the revenues can be sepBrgted {iB and

's) and thebase revenugart. TheB-part captures the effect of being misclassified by the
advertisers and the base revenue captures the impact of misclassifying advertisers. When there is
no eror in classifying advertisers, the base revenue part is equal among three payment schemes.
With errors in classifying advertisers, the base revenues can be generally ranked as

Dh.e™ P> Po ., reflecting the increasing inaccuracy in selecting the hesertiser.The

efficiency loss under PPC and PPS becomes more prominent as 'n' inbezagese the error of
selecting a-type of advertiser is especially severe when there are many other more qualified
advertisers. On the other hand, atyjpe publifier prefers to being viewed as having a rat® of

than B (the latter is generally smaller than the former). While the publisher might prefer a
particular payment scheme for its signaling properties, she has to bataesicegainst the
potential risk of greater misallocation associated with the payment scheme. Based on the revenue
formulas, we have the following results about the equilibrium choices of payment schemes.

Proposition 1:

(1) When there is no error in clafggng publishers, all publisher types adopt PPI.

(2) When there is no error in classifying adyv
(3) ll-type and hitype publishers will never choose PPS.

(4) hhtype and Irtype publishers must rank PPS and RR&€ same way.

2 Due to space limitation, all proofs and derivations are omitted and available upostreque



We next discuss the implications of Lemma 2 and Proposition 1. The figures (see Fig. 1, Fig. 2,
and Fig. 3) illustrate the optimal choice of payment schemes by the publisher as a function of the

misclassification (error) rates of the adveegtis (in the Xaxis) as well as the publisher's-éxis).
The optimal choices of payment schemes fotyfie, hitype, and hkype publishers are
illustrated in Fig. 1, Fig. 2, and Fig. 3 respectively. Thigydle's optimal choice is always PPI

and thus ontted.

Optimal Payment Schemes (Publisher Type - LH)

Optimal Payment Schemes (Publisher Type - HL)
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0.3
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publisher to avoid being misclassified as agype but also requires the publisher to estana

advertisers' rates which may result in efficiency loss when misclassification occurs. As a result, a

publisher wil

-Giradleerangay mento

facthemgdeonl y i

which is enjoyed only by ‘ype, overcomes the lossf @fficiency from misclassifying

advertisers. An Hype publisher never chooses PPC (Fig. 1) because it provides her no benefit

of separating from other types. For a similar reason,-&ypbl publisher never chooses PPS (Fig.
2). An hhtype publisher maghoose either payment scheme (Fig. 3).

When advertiser's error rate (in classifying publishers) increasestyae publisher is worse off
under payment schemes where she may be misclassified-agpan$uch as PPl and PPC). This
explains why when agbrtisers' error rates increase, theylpe publisher moves from PPI to PPS,
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the hitype moves from PPI to PPC, and thetiype moves from PPl to PPC and to PPS. When

the publisher's error rate in classifying advertisers increases, a publisher is wWouselesf
payment schemes where she must classify advertisers. This explains why when the publisher's
own error rate increases, thetilpe publisher moves from PPS to PPI, théypke moves from

PPC to PPI, and the Hiipe moves from PPS to PPC and to PPI.

As we indicate earlier, as the number of advertisers 'n' increases, the revenue loss from
misclassifying advertisers under PPC and PPS is relatively more pronounced. As a fggdt, |h
hl-type, and hktype publishers move away from PPC and PPS axheases.

When the conversion rates of advertisers become more homogeregue¢reases), Hype

and hhtype publishers prefer PPS more because as the advertisers become more homogeneous,
the loss from misclassifying those decreasad. \Be also see hl and hh type publishers are
marginally more likely to offer PPI. This is because similar to the case of increasing 'n', the
increase of homogeneity among advertisers intensifies competition and makes the
misclassification error more pronoced, which is in favor of PPI. Similarly, when the click
through rates of advertisers become more homogendqysi¢creases), Hype, hitype, and

hh-type's preference for PPC and PPS increases relative to PPl because the loss from
misdassifying advertisers' clickhrough rates decreases.

When the clickthrough rates of publishers become more homogenequsiécreases), Hiype

and hhtype publishers prefer PPl more because as the publisher pool becomes more
homogeneos in clickthrough rates, the need for high chitkoughrate publisher to separate
decreases. When the conversion rates in the pool of publishers become more homodgneous (

decreases), Ih and hh type publishers prefer PPS less thegr teeduced need for separating.

4. Concluding Remarks

The above findings have interesting implications for publishers as well as advertisers. As the
technologies that enable publishers to predict the performance of advertisers improve, advanced
paymentschemes become more popular. High quality publishers are more likely to benefit from
such technologies as they enable these high quality publishers to separate themselves from the
pack without much adverse impacts. However, as the demand increasesasitiyifi.e., as the
competition among advertisers increases), publishers are more likely to resort to PPI, and have
little incentive to adopt the more advanced payment schemes (PPC and PPS). For publishers who
are good at attracting clicks, but not vepod at converting these click to sales (search engines,

for instance), PPC is still the dominant choice, and is unlikely to disappear. Further, in markets
where conversion rates among advertisers are more homogeneous, PPS is more likely and PPC is
less likely, while in markets where cliethroughrates among advertisers are more homogeneous,
PPI is less likely and PPC is more likely. On the other hand, in markets where conversion rates
among publishers are more homogeneous, PPl is more likely and PPS$ likdlys while in

markets where clickhrough rates among publishers are more homogeneous, PPI is more likely
and PPC is less likely.

A natural extension of our current analysis is to allow the publisher to offer multiple payment

11



schemes so that advesrs can selfelect themselves into different payment schemes. Our
ongoing work includes an investigation of whether or not the publisher should offer multiple
payment schemes at the same time and if yes, how the publisher should choose between
advertises using different payment schemes.
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Pricing of Tied Digital Contents and Devices

Deb Dey
Ming Fan
Lin Hao
University of Washington
Seattle, WA 98195
{ddey, mfan, linhao}@uw.edu

Abstract

Media companies are increasingly offering digital content onlinghis study, we aim to study

the following questions: How do consumers value tied products such as digital contents that they
are likely to buy repeatedly? How do Companies price digital device and contents? We have
studied pricing strategies for a mondp@rovider of digital device and contents. Our results
suggest the provider would price the contents at marginal price and device higher than marginal
price when consumers are homogeneous. When there are two types of consumers, the provider
can develop te pricing plans, still charging marginal price of digital contents for httgmand
customers, but a higher price for contents forddemand customers.

Kaywords: digital media, pricing, tying

1. Introduction

Media companies are increasingly offeringitiil content online. Apple Computer is one of the

pioneers in selling digital music at its iTunes store. Consumers can buy digital songs and videos
starting at just 99 cents a piece (Taylor, 2003). With the high speed Internet, Apple, Netflix,

TiVo and sane other companies are providing videos directly to televiibheme As fAt he |
bastion of anal ogo, according to Amazon. comds
well (Levy 2007). Amazon.com introduced its populdramk reader Kindle in @7 and sells

digital versions of New York Time best sellers and new releasgsstd$9.99

In this study, we aim to study the following questions: How do consumers value tied products
such as digital contents that they are likely to buy repeatedly? déoCompanies price digital
device and contents?

2. Monopoly Market

In the monopoly case, a firm sells both the digital device and the digital contents. The contents
and the digital ddce are tied, which means thhe firm makes the sale of the digitmntents,

e.g. ebooks, conditional upon the purchasers also buying the device, e.g. Kindle, from the same
firm. The contents can only be played at the tied digital device and the major function of the
digital device is to play the digital contents.

13



We let the unit price of digital contents to , e Following Laffont et.al (1998), we assume the
demand function for digital contents has a constant elasticity:
q,=0-p,".

wheren is the elasticity of demand am > 1 ande > 0. Thus, the price function is:
1

A consumer'siet surplus from purchasing digital contents is:
qe e‘p_n +1
V(pe)zjopedqe_peqe: n_l

Consumers have heterogeneous preferetoce$or the digital device. Tho is uniformly
distributed in [0,1]. Let the digital device's pricep,eThe utility of the tied digital contents and
device &:

G'p_n +1 o

EET
where thés > 0 is a scaling constant.

A consumer will make a purchase if her utility is greater than 0, i.e.

N+ 1
0-p," o
—— = -p, >0
n-—1 o

We find the poino, when a consumer is indifferent between purchasing or not purchasing:

m+1
_ e'pen
0y =0 | ———— — p; |-

n—1
All consumers witlrg < o, will choose to purchase.his, the demand function for the tied

contents and device is
-n+1
D=¢c | ——— - p,

n-—1
Let the unit cost of digital contents ¢ eand the cost of the digital device ¢ e The total profit
for the firm is:

9. -n+1
— -n e
ﬂi—((pe—ce)'e'pe +(pk_ck)).0.[ n—1 _pk]'

Solving the above problem leads to the following result:

14



(m+1)

" 0 . . : :
Proposition 1. Whenck < %—1 the optimal prices for the tied contents and device are:
n—
p: =c, and
* 1 e'ci ot 1)
Pr = ) ? to |

This proposition implies that the firm should gain the profit from the sales of the digital device

(-m+1)
. 0- . :
rather than the digital conterRlso, ¢, < Ce—l IS a reasonable assumption. Whenftira
’r] f—
sets both the device and contents prices at their marginal costs, we expect the demand for the
o-n+1
bundle will be great than zero, ic.[pe—l - Ck} > 0, Which is exactly the condition for
T‘] —_—

Proposition 1. Otherwise, no consumers wikiepurchase the device and dijjitantents.

From Proposition 1, we know that the monopoly provider sets the price for digital contents equal
to the marginal cost.

3. Heterogeneous Customers and Differentiated Pricing

In the previous section, we assume that consumers are homogeneadmgeteeir to their
demand on digital contents. A more realistic situation is that consumers may consumer different
amount of contents given the same price. In this section, we assume there are two types of
consumers. The monopoly firm may use differdetiapricing in order to maximize its profits.

We analyze a sequential game. In the first stage, the monopoly firm sets two different pricing
plans. In the second stage, each consumer segment selects thieaplaraximizes its own
utilities. Consumers alsloave the option of not consuming the bundle.

The two types of consumers differ in their demand for digital contents. Thedémghnd
consumers consume more digital contents than thedeamand ones. The demand function for

the highdemand consumersg , ¢ -p 7, while the lowdemand consumers’ demand function

isig, =0, P wheree, >0, >0, andp,, andp , are the content prices for set for higamand

and lowdemand consumers, respectively.

The optimization problem has to satisfy the following two incentive compatible (IC) aomstr

-n+1 -n+1
9I{'peH —p _&> eH'peL —p _g
n—1 ML =™ n—1 kL 5
-n+1 -n+1
eL'peL o > eL'peH o
n—1 _pkL_G— n—1 P

In addition, it also has to satisfy the following two individaul rational (IR) constraints,
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n—1 pkLZO
n+1
O Peri >0

Lemma 1.The equilibrium content prices have to satiyp_, <p_ .

Lemma 2.0nly the first IC condition needs to be binding, which can be simglése

S, m+1_ -+l
9, (peH P )

n-—1

2Py~ Pis

Thus, the firm's problem as follows:
max =71, +r

H
eH‘ (pe_;_}—i— 1 _pe—111+ 1)
S.t. n—1 Z Py~ Pir
Solving the firm's problem, we can derive the following result:
o+l
Proposition 2 When¢, < (1 — a).HC;l, there exists a unique equilibrium, in which the
n J—

*

firm offers two sets of pricing pies: (p_,.p,,) and (p.,.p,;)- The highdemand consumers

choose(p,,,. py;, ) and lowdemand consumers choc(p,,, p,; )-

Proposition 3 suggests that a separating equilibrexigs. The monopoly firm can design two
pricing plans and consumers will seklect the plan that works best forithgpe.

4. Conclusiors

We have studied pricing strategies for a monopoly provider of digital device and contents. Our
results suggest the provider would price the contents at marginal price and device higher than
marginal price when consumers are honmegelis. When there are two types of consumers, the
provider can develop two pricing plans, still charging marginal price of digital contents fer high
demand customers, but a higher price for contents fodiwand customers. Future studies will
examine ping policies when there are multiple players in the marketplace.
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Abstract

We set up a gantbeoretic model to examine the oligopolistic price competition, given the two
unique features of online search, namely, the existence of a common search ordering and
shoppers who have nguositive search cost. We show that in absence of further heterogeneity,
the unique online search behaviors alone can drive significant level of price dispersion.
Specifically, we derive twdimensional price dispersion, with both fgonal fluctuation and

spatial variation. We show that equilibrium price expectation monotonically decreases in line
with consumers' search ordering. We also uncover a unique format of equilibrium pricing with
stair-like sequence of price supports and laoad price competition.

Keywords: Pricing, Online Search

1. Introduction

Researchers have been devoting to exploring the driving forces of the well observed online price
dispersion. Various theories emphasize the differentiation among products, froacttiat
differentiation in product quality or firms' competitive advantage to the virtual differentiation
such as brand recognition. We take a different perspective and try to explain online price
dispersion in absence of the heterogeneity among produtfgras.

One classic view attributes price dispersion to the heterogeneity in consumers' search behavior.
Compared to traditional cffine search, the Internet has revolutionized the way people search,
largely owing to the powerful online search enginés. addition to providing relevant
information to users' search queries, search engines are also able to gather numerous merchant
sites competing in the same product market under the revolutionary advertising-rsedeih
advertising. In search advertiginby listing advertising links (or sponsored links) alongside
search results for specific keywords according to advertisers' bids, search engines respond to
potential consumers' queries by providing a list of merchant sites selling similar products which
consumers are interested in.

Motivated by the unique features of consumers' online search behavior in association with search
advertising, we study how these features affect the resulting price dispersion. Compared to
traditional offline search, there arat least two distinctive features in consumers' online search
behaviors: (i) There exists a commonly observed ordering; (i) Consumers search costs are
highly diversified, i n parti-positivasearchtobter e exi s

The fird feature of online search behavior originates from the organization of advertisements in
search engine result pages. The common format is that the sponsored links are listed on the right
column alongside the organic search results, one after anothetheotop downward. Due to
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the reading habit and eysovement pattern of most human beings, consumers usually process
the information following the order of the list, from the top downward. Therefore, consumers
generally first pay attention to the top adisng slot of the sponsored list, and then the next,

and so on, while some of them stop searching in between. The arrangement of advertisements
and the resulting ordering of the search create a huge prominence difference among advertising
slots with diffeent ranks.

The second feature owes to the advance of information technology, which greatly facilitates
informational searches by significantly reducing the physical search cost. The physical cost to
sample a product and quote the price from a store,h,wliauld otherwise be a naregligible
expense with necessary travel to the store, is now only several mouse clicks. In addition, some
consumers do derive hedonic utility from shopping online (Childers et al., 2001): They enjoy the
process of searching ddifent places, comparing prices, and finding the best deal, evidenced by
those who spend hours and hours surfing the web to shop. Altogether, with the flourishing of the
Internet and online search engines, there arises a certain portion of consumersevambav
positive (zero or even negative) net search cost. We call sieppers On the other hand,
however, not everybody purchasing online has such luxury. The convenienammirerce

brings many people with stringent time constraints, whose onlyigtalfind the product with a
minimum of time spend. In addition, the information overload with the Internet and the extra
skills needed to accomplish compubersed searches add to the cost for some online consumers.
Therefore, there also exists a certasimber of consumers who have a positive search cost,
whom we may refer to asonshoppers

2. Model
There aren (¢ 2) firms selling homogeneous products and competing for consumers in a product

market. These firms have a same maaproduction cost, which is normalized to zero. There is

a continuum of consumers with unit mass. Each consumer has a unit demand of the product and
realizes a unit utility by consuming the product. Therefore, consumers will buy the product only

if its price does not exceed 1. Essentially, firms are identical except for their ranks in the search
ordering, and consumers are identical except for their search behavior.

Consumers obtain product information through an online search engine, which listsnkgperli
directed to firms' websites where purchase can be conducted directly. Firms are placed at
different positions in the list, which can be viewed as an outcome @fgone competition such

as bidding competitiorBecause all firms are identical ex antes tocation competition outcome

is irrelevant for analyzing the price competition. Therefore, we do not include the location
competition in the model but start from after firms get placed at different posibofifisrent
positions have different prominemdevels which can be strictly ordered. Without loss of
generality, we call the most prominent position the first position, the second most prominent
position the second one, and so on. For convenience, we call the firmtat plsition firmi (i

= 1 n). Gdnsumers' search behavior is modeled in a way reflecting the two unique features of
online search pattern: First, there exists a commonly observed search ordering so that all
consumers start searching from the first position and may continue tecibveds then the third,

and so forth. Second, consumers' search costs are highly diversified so that they may stop the
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searching process at different stages. Especially, there exists a certain portion of shoppers, who
have norpositive search cost, sampliati positions before making the purchase decision.

We start with the case in which consumers' sequential search decision is treated as exogenously
given. Assume that after sampling ikfe position, a portion ok, (0 <[1(Ja, < 1) stops searching,

while the other 4a, continue to sample the next position, such that the portion who visihthe
(i2 2) position isP'(1-a;). To rule out violent fluctuation in thattention declining rates, 's,

we make the smoothness assumption thata,(l - & (1¢i «). This condition requires that

the attention declining rates do not increase dramatically from one to the next, which can b
easily satisfied (e.g., a same declining rate across positipng,(,) satisfies this condition)Ve

can alscendogenize consumers' search decision to show that similar results continuetto hold
some degree

The timing of the game is as follows. Firms first get placed at different positions in the search list.
Based on their own positions, they price the product simultaneously. Consumers sample the
position(s), learn the price(s), and make the purchase decisiotimoserwho sample at least two
positions, they purchase from the firm with the lowest price. When there is a tie in the lowest
price, they randomly pick one firm with equal probability.

3.Analysis and Results

We first derive firms' equilibrium pricing sttegies and then analyze the pattern of equilibrium
price dispersion. In deriving the equilibrium pricing, first notice that due to the existence of
shoppers, any static pricing is unstable.

Lemma L There is no purstrategy equilibrium in the price comiition.

Since there exists a certain portian’{(1 -a,)) of consumers who sample all positions to look

for the lowest price, a slight cut in price to become the lowest can lead to a significant increase in
market share by capturing this portiof consumers. As a result, competing firms keep lowering
their prices relative to the rivals. However, once the price is pushed to the lowest possible level
(i.e., the competitive price), firms end in zero profitability. In this case, the firm at a bette
position in terms of the search ordering may deviate to achieve positive profit by charging a
higher price and exploiting those consumers who stop searching right there. Therefore, any
pricing strategy in which firms statically stay with one price cabeadtable. In other words, due

to the presence of shoppers and the locational asymmetry created by the search ordering, it is not
surprising that no purstrategy equilibrium exists in the price competition.

Naturally, we next examine the mixsttategyequilibrium pricing. We use& (p),i= 1 ,n,t@ ,
describe firmi's mixed strategy of pricing. Like regular cumulative distribution functierg)
measures the probability that fiincharges a price less thanequal tqp.

Proposition 1 The equilibrium mixed strategy of pricing from positios as follows.
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Fl(p) = B P (1(]] ¢ 1)
f1- 240828 pl [P, P (1)
F(p) = 1522 p (BBl
wherepds are recursively defined as

=P 2

p=k.B, (i 2..n) (2)
The coefficientsk 's are recursively defined as

K.i=a,,

k =m i = 2.1 3)

We use an example to illustrate the pattern of the equilibrium rsittategy pricing.

Example 1 Take a case of four positions with a same declining rate as an example. Specifically,

letn =4 anda, = a, = a, = 1/2. According to the above recursive definition in Eq.E3) a,
=1/2, and it can then be derivégd = 4/5and furtherk, = 5/7. Thus, according to Eq.(2p, =1,

p.=kn S5/7, B,=kp, =4/7, and p,=kp, 2/7. Notice that by definition, the sequence of

price support boundgp} ", is monotonically decreasing, so that>p, >p, . The pricing
strategies of the four firms are as follows.

_ f-5 Pl 3D
Fl(p) - Jfl p:l
gl-7  pifss
F = .
2(P) %1_ z(l;)p) pl [5,1] (4)
. _7_2p i g’ﬂ
F(p) = r i

| .
11- 2570 pi [2,5]

7p

R =152 p BJ

Figure 1 illustrates the supports and distributions for the pricing strategies in these four positions.
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Figure 1. Price Support and Cumulative Distribution for Different Positions

It is worth noting several features of the equilibrium pricing. First notice that except for the first
firm, all firms' equilibrium pricing strategies are atomless within their entippart, including

the upper and lower bound. The only mass point arises at the upper bound of the first firm's price
support. This is because a mass point in one firm's price distribution would result in a downward
jump of another firm's expected demandhett point and consequently lower profit levels in a
contiguous region right to that point. For this reason, the only possible place where a mass point
may occur isp,: Although the mass point iR (¢ causes a downwardmp in firm 2's expected

profit at p=p, sinceF,(® places nofpositive probability measure on that particular point, firm
2's actual expected profit is not affected, which hence complies with the equilibrium requirement.

More interestingly, the sequence of the price supports here exhibits-bkset@hape. This is
because firms have to take into account competition from both the firms ranked above and those
ranked below. In fact, each firm only competes with its direg@himirs. They do not overcharge

or undercut to compete with more distant opponents, because entering those territories only
entangles itself into a more fierce competition which results in a less profit. This kind-of-stay
your-owntterritory pattern keepshe price competition localized and sustainable, as can be
observed in reality.

The mixedstrategy pricing means that, instead of statically charging one price, firms may charge
any price within some possible price range according to certain probalsitijputions. If we
imagine that consumers visit a particular position at different times, then the mixed pricing helps
explain the existence of temporal price dispersion (i.e., the price varies over time, with
occasional sales and frequent price fluctures).

In addition to the temporal dispersion, noticing that firms at different positions adopt different
pricing strategies, we are also interested to investigate the pattern of spatial price dispersion (i.e.,
(expected) prices vary across different tamas). Intuitively, the firm at the first position will

take advantage of the best location and charge the highest price. The next finding coincides with
such expectation.

Proposition 2 The expected price decreases monotonically from the first posiweards the
last one, i.e., B§) > E(p,,),i= 1 ,n-1.é,

Proposition 2 reveals an interesting pattern of spatial price dispersion, that is, the equilibrium
price expectation decreases monotonically altwegdirection of consumers' search ordering. As

a result, search is rewarding in the sense that those who keep searching are more likely to find a
lower price. On the other hand, locational advantage is also rewarding in the sense that the firm
at advantagous location may charge a price premium even with the same product.

Despite the fact that we have eliminated all potentially distractive differentiation among firms
and consumers, we are able to derive-tliwoensional price dispersion in equilibriumidtthus
clear that the unique features of consumers' online search behavior are among the fundamental
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driving forces of the pervasive and persistent price dispersion observed in the ecommerce
environment. As we can see, due to the existence of shoppérshavipositive search cost,
which is a direct result of the advance of information technology, firms price probabilistically
rather than statically, which leads to the emergence of the temporal price dispersion. Meanwhile,
due to the existence of a commpwobserved search ordering, which is a prevalent phenomenon

in online search advertising, firms with different ranks exploit their different levels of locational
advantage and differ in the price expectation, which results in the appearance of spatial pric
dispersion.
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Abstract

This inprogress study explosg¢he determinants ofeommerce adoption in Chinese martial arts
schools (and sidios) Based on the upper echelon theory and the technaagpnization
environment framework, this paper hypothesizes that the age of top management, education of
top management, perceived benefits, perceived cost, competitive pressure, customes, pressur
and third party support will positively or negatively affect the intenadopte-commercen

Chinese matrtial artschools

Keywords: E-commerce adoption, Chinese martial arts schools, small to medgired
enterprises, upper echelon theory, technglogyanizatiorenvironment framework

1. Introduction

Chinese martial arts is quite popular in China. There are about 35,000 Chinese martial arts
boarding schools as well as Chinese martial arts studios with more than 2 million students in the
boarding schols and 20 million students in the studios (Chinese Martial Arts, 2002). In addition,
there are 40 million Chinese martial arts practitioners who are not affiliated with any Chinese
martial arts school or studio (Chinese Martial Arts, 2002). While materare Chinese martial

arts schools (studios) have some web presence displaying school basic information, the majority
of them have no functionat@mmerce websites which promote the schools, suppédih@n

selling and teaching. Most Chinese martial athools belong tesmall to mediumsizel
enterprisegSMES, which have limited resources financially and technologically

IT (e-commerce included@doptionin SMEshas been a traditional research stream in the field of
information systemse(g.,Caldeila and Ward2003;Chuang et al., 200¥arrisonet al,, 1997;
Riemenschneidest al, 2003; Thong1999).It is interesting to examine whigctors facilitate or
inhibit thee-commerceadoptionin Chinese martial arts school our best knowledge, theie

no documented empirical study abotd@mmerce adoption in Chinese martial arts schools.

2. Literature Review

The topic of IT adoption lSMEshas broadly attracted many r
studies have been conducted to investigate faefifesting the decision of IT adoption. Those
studies differ with regard to underlying theories and technologies under investigation. Popular
theories adopted by existing research include the innovation theay Thong 1999), the
technologyorganizatio-environment frameworke.g., Zhu et al., 2003jhe theory of planned
behavior (TPB) €.g., Harrison et al, 1997), the technology acceptance model (TAMB.4.,
Riemenschneideet al, 2003),the resourcebased theorye.g., Caldeira and Ward2003) and

the upper echelon theory (Chuagtgal, 2009)
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By synthesizing prior research that I's based
Thong (1999) identified four contextual elements that were related to the adoption of
technological innovation: {icharacteristics of th€EEQ, (2) characteristics of the technological
innovation; (3) characteristics of the organization; and (4) characteristics of the environment. He
examined the impact of these four contextual factors in the likelihood of and #& ektT

adoption. Thong found that the likelihood of IT adoption was significantly associated with CEO
characteristics, IS characteristics, and organizational characteristics.

The Theory of Planned Behavior (TPB) (Ajzen, 1991) and Technology Acceptdodel

(TAM) (Davis et al., 1989ave been widely employed to examine the issue of the IT adoption.
Employing the TPB as the theoretical foundation, Harrisbal (1997) investigated executive
decision processes of IT adoptiona multiphase field styd Their findings indicate that attitude,
subjective norms, and perceived control are sufficiently explaining the IT adoption decision.
Furthermore, they found that the firm size moderated the effect of the threepsyciadlogical

factors. Riemenschnead et al (2003) argued that TPB and TAM possessed complementary
advantages and disadvantage in predicting the adoption of IT. Consequently, they asserted that
combining these two theories would offer a better explanation of IT adoption.

Early researchral advocates of the Internet adoption prescribe that the adoption of the Internet
follows a stages model, progressively moving from web presence, information access,
transacting businesses, supply chain integration, to leveraging-lkmowe.g., Willcocksand

Sauer, 2000). However, such propositions of linear progressive models are not well supported by
research. As a result.evy and Powell (2003)proposed a contingency model, named
Atransportero model, of the | ntipercasestudies.dioept i on
model indicates that the major factors of the Internet adoptiotha®MEo wner 6 s per cep
of business value of the Internet and attitude towards kassigg@wth The combinations of

these two dimensions generate four segmehtke Internet adoption: brochureware (low value

and unplanned growth), business support (low value and planned growth), business opportunity
(high value and unplanned growth), and business development (high value and planned growth).
Their research suggts that the adoption of the Internet unlikely follows the stages model and
instead, it is dependent on the ownerso6 strat

Brown and Lockett (2004) investigated the adoption -blusiness in SMEs from provider
perspedte. They found thatgiven the context of a particular category epplications,
perceived application complexity was crucfakr SMEs to be engaged in an-application
aggregatiorandthatthe substantial support from trusted third parties had a mngaict on the
adoption ofe-business applications bfgh-level complexity by SMEs.

The effect of organizational demographical factesch as gender, age, and education of top
management tearon the adoption of IT has recently become the interestsefreh in this area
(Chuanget al, 20®). Basing their research on the upper echelon thétagnbrick and Masan
1984) Chuanget al. (20®) found that theage and educatiorof top management teamere
significant predictors of the extent of IT adoption
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3. Theoretical Foundation

3.1The Upper Echelon Theory

The upper echelon theory (Hambrick and Mason, 1984) suggests that organizational strategic
outcomes and processes are a function of managerial characteristics of top managers. The main
notion of theupper echelon theory is that strategic choices, unlike operational decisions, are
more of the outcome of behavioral factors than that of mechanic calculation for economic
optimization. As a result, strategic choices generally own a great deal of behaviopnents

and somehow reflect deci sion makerso idiosyn
their cognitive base (knowledge/assumption about future events, knowledge of alternatives, and
knowledge of consequences of alternatives) and valuexijas for ordering consequences or
alternatives). These idiosyncrasies filter and frame the decision situation that executives face and
eventually create their perceptions of the situation.

The upper echelon theory suggests that because cognitive Vad@ises and perception are
unobservable, measurable managerial characteristics could be adequate surrogates for and
provide reasonable indicators of those latent constructs (Carmeragr2004). Hambrick and

Mason (1984) suggested an unexhausted fisbservable managerial characteristics, including

age, functional tracks, career experiences, education, socioeconomic roots, financial position and
group characteristics. Furthermore, they proposed 21 propositions relating those characteristics
to stratgic choices and the performance of organizational outcomes.

3.2 TechnologyOrganizationEnvironment Framework

The technologyorganizatiorenvironment (TOE) framework (Tornatzky and Fleischer, 1990)

has widely applied in studies of SMEs (e.g., Kuan anduCRB001; Ramdani et al., 2009; Zhu et

al ., 2003) . Consistent with Rogersoé (1983) t
identifies three aspects of a firmds context
context, organizational caet, and environmental context.

4. Research Model and Hypotheses

In the application of the upper echelon theory to the present stakilyg into consideration the
structure and characteristics of top management in Chinese martial arts sgbaoisnterested

in examininghow the age compositigrand education composition of top management team
affect the adoption of -eommerce Also based on the TOE framework, we added the
technological, organizational, and environmental factors into our researchl mbéch is
illustrated in Figure 1.

Here, thec-commerce adoption idefined as the esof webto promote the schools, provide-on
line equipment and materials selling, andiioe teaching and learning.

Due to the page limitation, we give our hypatée as below without further explanation.

H1: The age average of top management team is negatively associated with the intent te adopt ¢
commerce.
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H2: The average amount of formal education of top management team received is positively
related to the itent to adopt ommerce.

H3: The perceived benefit ofmmmerce website is positively related to the intent to adopt ¢
commerce.

H4: The perceived cost of@mmerce website is negatively related to the intent to adopt c
commerce.

H5: The perceived compgve pressure is positively related to the intent to adepbrmmerce.

H6: The perceived customer demand of adopting website is positively related to the intent to
adopt ccommerce.

H7: The perceived support from third parties is positively related ®ititent to adopt ¢
commerce.

|
|
|
| -
| Composition of age !
|
Upper Echelon | : H2
Theory ! N . |
: Composition of Education T
! l
L |
T o 7 H3
| ; |
Technology : Benefit :
L __ 1
T H4 Intent to Adopt
! Cost | E-commerce
Organization | t
| |
JTT T T Tommm e |
| | H5
| Competitive Pressure !
T
! |
. | | H6
Environment I Customer Pressure !
| |
| | H7
: Third Party Support :
|
|
______________________ |

Figure 1. Research Model

5. Conclusion

This inprogress study will explore the determinants-abmmerce adoption in Chinese matrtial
arts schools. The research model which explicitly coswithe upper echelon theory and the
technologyorganizatiorenvironment framework, and the empirical test in the context of
Chinese matrtial arts schools will be the main contributions of this study. We plan to adopt the
measurements of the constructs frone literature and then develop the questionnaires and
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translate them into Chinese. The survey will be mailed to a random sample of about 300 Chinese
martial arts schools in China.
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Abstract
From a seHdetermination theory perspective, we investigate how perceived autonomy support,
percei ved rel atedness and competence af fect
(enjoyment and curiosity) to use the Internet, and the related outcontesrobtivationsBased
upon the analysis on data collected from high and middle schod@$ina, we get following
results. For the perceived autonomy dimension, teacher support sotyficantly affects
curiosity while parental support dogsnhave any gnificant effects on the two intrinsic
motivations. As to the perceived relatedness dimension, ipfieenceis found to exert the
greatest influence on both motivations and Interneteféifacy, which belongs to the perceived
competence dimension, alpositively relates to enjoyment and curiosity. As to the outcomes of
intrinsic motivations, both enjoyment and curiosity lead to #tate However, curiosity but not
enjoyment positively related to online exploratory behavior, and flow experienceret$iotp
exploratory behaviors.

Keywords: Self-Determination Theoryinternet selefficacy, Intrinsic MotivationsHigh school
students, Internet use

1. Introduction

It is estimated that, among all adolescent student Web users in China, 21.11 milkién) e
high school students and 15.41 million (26.6@middle school students (26.6%) in the whole
adolescent students web uséfsr those student#ternetaccess and skills are critida¢cause
the Internet is widely used ieducation, researchna distance educatioifhus, understanding
why and howyoung Web users use the Internate important Though previous researches
revealed that intrinsic motivation important roleniformation technologwacceptancéTeo et al.
1999) what environmerat factors facilitatethe intrinsic motivationdeserves more attentioin
addition to examining effectef the intrinsic motivation on individual behavior, we also
investigate theeffects ofdifferent facilitating conditionsin the environments on thiatrinsic
motivationin this study

2. Literature Review

Seltdeterminatiortheory (SDT)Aivi ews human bei ngswhassnatpraloract i Vv ¢
intrinsic functioning can be either facilitated or impeded byshe c i a | (Drd et al.e1994) 0

SDT identifes three natural or inherenfpsychologicalneed® autonomy, competencend

relatednes$ as the basis for sethotivation. The need for autonomy refers to @raesireto

feel thather action isvolitional and freelychosen The need for competence is the desire to be
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effective and skillful in performing an activity or interaction with the environment. The need for
relatednesss the need tdeel connectedwith and cared byothers thatone consides to be
important. According to the SDThe extent of intrinsic motivatiodepends on the satisfaction of
thesethreebasic psychological needBhus, the bettes condition satisfies these basic needs, the
more intrnsically motivatedan individualwill be.

Intrinsic motivation refers tédoing an activity for the inherent satisfaction of the activity itself
(Ryan et al. 2000Q)and itencourages a persoo perform an activity for its own sake, such as
curiosity and enjoymenfAmong many types of intrinsic motivatiomjeyment and curiositgre

two vital onesfor adolescents. Perceived enjoymentlefined as the extent to which using a
specific system is perceived to be enjoyablésown right, ignoring the consequences resulted
from the use. Curiositis the desire to acquire and investigate new Kedge and new sensory
experience. Floyna state closely related tbeintrinsic motivationisit he hol i sti ¢ sen
people feel whernheya c t wi t h t o t(@slkszentmithatyil 197&)fhe statedof flow
occurswhena persorfeels thatherskills matchthe challenges that are brought on byttsksat

hand If the balancédetweerskills and challenggis broken,onewill feel bored or anxious In a

flow state,one usually ges absorbed irher activities, which could be characterized by loss of
self-conscious and high concentration on the tes

3. Research Model and Hypotheses

Base upon the above theories, we proposaesgarcimodel inFigure 1.We assume support
from teaches and parents, peer influence from friendsd Internet seléfficacy will affect high
school studengsintrinsic motivation due to enjoyment and curiosity. Furthegnjoyment,
curiosity,and online flow experienagill influence online2xploratorybehaviors.
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Figure 1. The Research Model
3.1 Perceived Autonomy
Autonomy is an important ned for human beingshat is usually associated withositive
outcomesin school settingsautonomysupportive teachingesults inhigher levels of enjoyment
and achievement in studerfGonnell et al. 1990)Individuals are more likelyotbe intrinsically
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motivated when peopleportant to thenact in an autonomgupportive way. When studerase
supportedby their parents or teachers, thawill considertheir actions aspermitted and
encouragedlhus we have

Hla: Perceived support froteachers is positively related to high school studentpymentin

usng the Internet.

H1b: Perceived support from teachers is positively related to high school stumerdsityin

usingthe Internet.

H2a: Perceived support from parents is positivelpted to high school stude@tnjoymentin

usng the Internet.

H2b: Perceived support from parents is positively related to high school studemdsity in

usingthe Internet.

3.2 Perceived Relatedness

Roca andsagné(2008)propose that perceived relatedness represeftrm of social influence,

which is defined asfiones assessment of whether or not people important to him or her feel the
behavior should be perform&djzen 1991) In previous studies, sociahfluence ha been
proved to be an important factor affecting pedplattitude obehaveintention.For those high

school students, their friends or classmates is an important source of personal influence.
Teenagers would get more fun when they use ttegrattogether such as playing online games

or chatting. Moreover, as high school students spend great time staying with classmates and
friends at school, they should alsxchangeinteresting online experiences with each other
frequently, whichwould facilitate the curiosity of students to try the same thifigus we have

H3a: Perceived peer influence is positively related to high school stGéejaymentin using

the Internet.

H3b: Perceived peer influence is positively related to high school ssddenbsityin usingthe
Internet.

3.3 Perceived Competence

Perceived competence s s i misdlfefficacyt avhichiis fipeoplés judgment of their
capabilities to organize and execute courses of action required to attain designated types of
performancsd (Bandura 1986)Internet seHefficacy (ISB describs an individuald gudgment
of her capability to use the Internef positive perception of abilitywill induce intrinsic
motivation more than a negative perception of ability. Sedfficacy reduce the anxiety of
technology use, and individualsliWeel morecomfortable to use the Interndthus we have
H4a Perceived Internet sedffficacy is positively related to high school studémisjoymentin
usingthe Internet.

H4b: Perceived Internet se#ffficacy is positively related to high schooudént$ curiosity in
usingthe Internet.

3.4 Motivation and Outcomes

Hoffman and Novak1996)propose that intrinsic motivatienhance selfrelevancemaking an
individual feel moreinvolved in anactivity. Thus we proposthatintrinsic motivation influence
the flow state. Woszczynski et al2002) contend thatthere is a circular reinforcament
relationship betweethe flow state and playful Beaviors. Curiosity will also lead high school
students to high involveentin the activity, which isareflection oftheflow state.We have:
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H5a High school studenisenjoymentin usng the Internet is positively related to their flow
state.

H5b: High sdool studentScuriosityin usng the Internet is positively related to their flow state.
The intrinsic motivation and flow state both predict exploratory behavives.believe that
when an individual gs more fun from the activity his engaged inhewill try more behaviors,
including exploratorybehaviors, to enhance this happy feelimgaddition previous research on
curiosity also reveals thahe morecuriousan individual becomesvhen using the Internet, the
more exploration he may try onlineinglly, exploratory behaviors always regarded asne
outcome otheflow experiencgNovak et al. 200Q)Thus, we hee:

H6a: High school studenfsenjoymentin using the Internet is positively related ttheir
exploratory behavior when using the Internet.

H6b: High school studend@scuriosity in using the Internet is positively related tther
exploratory behavior when using the Internet.

H7: High school studenddlow state in using the Internet is positively relatedhigir exploratory
behavior when using the Internet.

4. Methodology

To assure the reliability and validity of the instrujene selected most items from existing
research.Questionnaes were distributed to ten high schools and sewfdle schools in
Xiangfan, which is a efecturadlevel city in central China4304 questionnaires were collected
through the survey, and 34Were valid with a valid rate of 80.7%/e used structural equation
modeling (SEM) taestboth the measure model antthe structuramodel. Itemghat leaded to
low reliability and validity of the scale were deletddMOS was used to test tiséructuralmodel.
We testedour researctimodel andsummarizd the resultsvith AMOS coefficients in Figre 2.
Most hypotheses were supported except Hla, H2a, H2b andTHéaroportions of variances
explained were30.3% for enjoyment, 23.7% for curiosity, 50.4%6 for flow, and 24.1% for
exploratory behaviorAll fit indices were within acceptableangesexceptc?df, indicaing a
good fitbetweerthe theoretical modeindthe daa.

1

. ; ! , cdf =8.11

i Perceived Autonomy i - :v Enjoyment RMSEA=D 015

! y_000r - R2=0303 | NFI=0.%5, TLI=0.95
! Teacher Support "~ 0.026 ~ ) N CFI=0.%, GFI=0.%
: \ s | . AGFI=0.94, IFI=0.96
1 I( 0496** '0038

| Parental Support \

: | \
S

CTTTTTTTTTTTT oo Exploratory

| Perceived Relatedness: Flow | 0.260** Behavior

| R*=0.504 R°=0.241

: .

! Peer Influence

e ————

ST T T T T T T T T s s e 1 0394** O 321**

' Perceived Competence | | '

1 1

: _ : Curiosity * p<0.05

i Internet SeHefficacy |4 0.247% R2=0.037 ** p<0.01
e | '

Figure. 2 Results of the ModeT est
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5. Conclusion

In present wdy, from a seldetermination theory perspective, \wesestigatehow perceived
autonomy supportperceived relatedness and competence affect high school stidéisic
motivations (enjoyment and curiosity) to use the Internet, and the related estadnihe
motivations. As to the autonomy support, we find that only teacher support significantly
influences high school studeaturiosity, and parental support doéshave positive influence

on the intrinsic motivations. Thprobableexplanation for liis might be thatdr high school
students in China, teachers or parents may not support students using the Internet and even
consider it harmful to their schoolwotlecause of the pressure frontensivecompetition for

high school students to entsenia schools or universities. Fdhe outcomes of intrinsic
motivations, both enjoyent and curiosity lead to flovexperience which furthepredict
exploration behavior. However, curiositybut not enjoymenthas significant effects on the
exploration behavior in Internet use Compared to curiosity, thénsignificant relationship
between enjoyment and exploratory behavior might imply that curiosity is a more important
intrinsic motivation thaffacilitatesexploration.
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Abstract

In the information systems (IS) fieteésearch interest in postdoptive usage has fluctuated over

the past decades given its importance for a firm to improve performance and sustpétitboen
advantage. As a form of pemtloptive usage, innovative use is@nsciousbehavior beyond

routine that requires the strong involvement of ud¢rme and efforts. Drawing upon the
insights from the IS continuance model and organizational commntitmedel, this study
develops a research modelihvestigatethe role of user commitment in the innovative use of IS.

The research hypotheses are proposed and the research methodology used to test the hypotheses
is discussed. The contributions of the gtade also presented.

Keywords: Affective Commitment Continuous Commitment Normative Commitment,
Innovative UsePostadoptive Usage

1. Introduction

In the information systems (IS) field, research interest in-pdgptive usage has
fluctuated over tb past decades given its importance for a firm to improve performance and
sustain competitive advantad@ostadoptive usage behaviors are referred to the usage behaviors
at the postdoption stages, including continuance, routine use, extended use{ivenaga, and
so on. IS continuance model was widely used in explaining theagogtive usage behaviors.
Bhattacherjee (2001) proposed user satisfaction as the key to understand IS continuance, and two
affective factors, i.e. perceived usefulness andigoation of expectatiorfrom prior use, are th
important determinants to user satisfaction. However, there is an obvious limitation in its ability
to accommodate the impact of nafiective elements on peatioptive behavior.

In recent years, the invesénts in new information systems increase very rapidly.
However, the firms thatmplementthe systems are more and matéficult to realize the
promised return on investmenmdnder this circumstance, firms that cstimulateemployees to
apply the IS crdavely are more likely to successfully respond the ehanging market
situations (Wang et al 20083 ome reearchers argubat|S use gradually becomes spontaneous
as the frequency of use increases. However, innovative use is a conscious behavior beyond
routine which requires the strong involvement of the time and efforts of users. Distinguishing
innovative use from continuance has significant implications for both research and practice. For
research, there are a large number of studies on continuoussusehowever, whether the
findings can be applied into other p@stoptive usage context need further exploration. For
practice, continuous use is an important step to innovative lusesers stop using an IS,
innovative use will be impossibl&iven tat innovative use is a conscious behavior, without
technologycommitment, individual users may not attain that state. Although many studies (e.g.,
Li et al. 2006;Malhotra & Galletta 2005have verified the importance of commitment in
explaining the techology adoption/acceptance; however, the effect of GseEmsaimitment on
their innovative use remains unaddressed.
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This studyattemps to investigate the technology commitment and its antecedents as
determinants to the IS innovative use. The study useshiwmry of user commitment to
understand how an individuallS innovative use is influenced by his or her commitment toward
the IS.

2. Theoretical Foundations and Research Hypotheses
2.11S Continuance Model

Continuanceis defined as a@orm of postadogion behaviors which follow initial
acceptance. ThéS continuancemodel (Bhattacherjee 200ppsits thata user sd6 i nt en:
continue use is determined primarily by his or her satisfaction with previous usage and perceived
usefulness(PU), and satisfacdn is the stonger predictor. In addition, user satisfaction is
positively influenced byPU, which is postively associated with confirmation of expectation
(COE). IS continuance model has been widely used to explain the beagviors in the post
adopton context, such as continuance, extended use and innovativB8hattacherjee et al.
2008; Hsieh & Wang 2007; Wang et al. 2008)

2.2 Organizational Commitment Model

Commitmentrefers to aiforce that binds an individual to a course of adiiieyer &
Herscovitch 2001, p. 301). It can be viedvas the psychological attachment felt by an individual
in an organization and reflects the degree to which the individual internalizes or adopts
characteristics or perspectives of the organization. Commitment ceonbeptualized in terms
of three dimensions: affective, continuous, and normaficeording toAllen & Meyer (1990)
affective commitmen{AC) is the identification with, involvement in, and emotional attachment
to a relationship such as an employpeganization relationshipcontinuouscommitment(CC),
also termed as calculative commitment, reflects the fact that a person recognizes the costs
associated witheavinga relationship and is thus concerned with a purely cognitive cost/benefit
analysis of maitaining a relationship; normative commitméNC) explains moral obligations,
social norms, and ofe responsibility to the other party in a relationship.short, AC is a
mindset of desire, CC is a mindset of eagbidance, and NC is a mindset of ohtign.

2.3 Research Hypotheses
P2a,

Perceived ,
Ease ofUse P2c

User
Commitme

Pla,
Pib,
Plc

- Innovative
»
Use

P7

Perceived
Usefulness

P8

Confirmation
of Expectation
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Figure 1 Research Model

Innovative usés defined as higher level usage behavibiatis innovative in nature and
can potentially lead to better results and returns (Wang et al. 2008). liweavse occurs in the
postacceptance stage after initial adoption, more exactly, the stage beyond routine. Thus,
innovative use is a voluntary behavior. IS continuance model can serve as a basis to further
investigate the phenomenon of innovative @enmmitmentis relatedto a variety of attitudinal
and behavioral consequencasiong employeesin an organizationMeyer & Allen, 1997)
Moreover, commitment can influence behavior independent of mativatd attitudes (Allen &
Meyer 1990; Meyer & Herscovitc2001). From this line, it is reasonable to link the commitment
and innovative useln this vein, this study incorporated the IS continuance model and
organizational commitment model (Meyer & Herscovitch 2001) to develop a research model
(Figure 1) to exmine the effects of user commitment on IS innovative use.

As a higher level use usually takes place after G6s@itgal usage, innovative use can be
viewed as posacceptance behavior that involves creative use of an information system to
support onés tasks. In the present study, we define user commitment as thépsgrkological
attachment to IS use (Malhotra & Galletta 2005). HaffectivecommitmentAC) is defined as
a situation in which an individual demonstrates an affective and emotiondinagiacto the
relationshipwith system use (Li et al. 2006). Given their psychological attachment, system users
feelandbelievethatthe use of the new system is the right thiniger€fore, these users are more
likely to satisfy with the system use andahrthemselves to find novel ways of using the system
to support their work performance. Hence,

Pla Affective commitment is positively associated with innovative use.
P2a Affective commitment is positively associated with user satisfaction.

Continuous commitment(CC) is defined as a situation in which an individual recognizes
the rewardsand benefits associated with continuing to use an adopted IS and maintaining a
relationship with the system (Li et al. 2006)C when a user recognizes that the coste@ated
with stopping his/her use of the system are higher than rewards. These colsts fimancial
and norfinancial elements such agpportunity costs, learning curves, sunk costs, and so on.
Since aterprise information systems such as enterpriseures planning (ERP) or customer
relationship management (CRM) are normally complmployee users have to invest much
time and effort to learn. Such investments will be lost if employee users stop using the adopted
system.As a resulta useds investmenwill serve as a powerful psychological inducement to
maintain a relationship with the systeRrom this perspective, it is reasonable to believe that
these users are more likely to innovate with the system use to support their work performance in
order b increase their rewards from the adopted system. Moreover, given that the discontinued
costs are too high, these users are most likely to accept the system, and form the positive affect
with their prior system use. Hence,

P11l Continuouscommitmentd positively associated with innovative use.
P2lx Continuouscommitment is positively associated with user satisfaction.

Normative commitmerNC)is defined as a situation in which an individual is attached to
an IS due to internalized obligations to cdiapce (Allen & Meyer 1990Wang & Datta 2006)
Unlikely with AC and CC, NC reflects the external motivation for an individual to remain
attached to an IS. That is, NC occurs only wheneiernalpressure exists; otherwise, such
commitment will diminishor disappear. N€Canbe experienced either as a moral duty or a sense
of indebtedness to influence IS usage behavior (Meyer and Parfyonova 2009). Moral
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involvement can bind individuals to an IS with a sense of duty and has a strong influence on
individual behavior such as innovative uséefefore, when an individual has the pressure of the
internalization obligation, they are most likely to accept the adopted system, try to find good
things of the system and form the positive affect with the system usédarBy, these users are
most likely to find the novel ways to use the system for their performance enhancement. Hence,
P1c Normativecommitment is positively associated with innovative use.

P2c Normativecommitment is positively associated with usarsfaction.

Satisfaction is an experienbased affect reflecting uséreverall feeling about their
interaction with an 1IS. For employee users to innovate with an enterprise system, their
satisfactiorcan serve as an affective precondition of their uative behaviors. If employees are
satisfied with their direct use of the system, they are more likely to embrace it, accept it, and
even use it creatively.

P3: Satisfaction igositivelyassociagdwith innovative use.

Perceived usefulness (PU) motiaténdividual usage behaviorbecause of its
instrumental consideration. PU at the pasteptance stage is formed mostisoughuserg§own
first-hand experience and is, therefore, more relidbde.employee users to find new ways of
using an enterprise siem to support their task performance, their evaluation of the utility of the
system use represents the logical and rationale assessment, i.e. whether their time and effort is
paying off. In this vein, the higher the perception of usefulness of the sytermore likely
they will innovate with the IS.

P4: Perceived Usefulness positivelyassociagd with InnovativeUse.

Previous studies have also revealed that PU impacts indivicaffésts substantively
across innovation stageSatisfactioncan be onceived as an individual affeat the post
acceptance stage. As PU influences attitude affect dtivemcceptancstage PU is expected to
be the salient ex post expectation that influences satisfactioniafteetpost acceptance stage.
P5: Perceivel Usefulnesss positivelyassocia¢dwith User Satisfaction

In the adoption stage, there is important links among PEOU, PU and @&eds 1989).
Many scholars believihat the effect of PEOU diminish after users are gradually familiar with
the adoptd 1S. However, other scholars empiricallyufa the importantrole of PEOU in the
postacceptance stage, i.e. continuance and extended use (Hong et al. 2006; Hsieh & Wang 2007).
With the same line of reasoning applied to the relationship among COE,cetistnd PU, we
propose the following hypotheses:
P6. Perceived Ease of Usepositivelyassociagdwith Satisfaction
P7. Perceived Ease of Usepositivelyassociagdwith Perceived Usefulness

Confirmation of ExpectatiofCOE) is defined as thextent to which expectation is
confirmed (Bhattacherjee 20019 provides the baseline level against which users can assess the
confirmation of their expectation to determine their satisfactioncontrast, disconfirmation
occurs when actual performanisdower than expected performan@OE implies realization of
the expected benefits of an IS use, thus confirmation is positively related to satisfaction with the
system use.

P8. Confirmation of Expectatiors positivelyassociagdwith Satisfaction

At first, users often have their expectation frt8nuse and gradually adjust after direct
interaction with the sstem. Such perceptions may be adjusted higher as they know more about
the system and accumulate experience athmgystem uselNevertheles, user may experience
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cognitive dissonance if their actual usage is inconsistent with their expectatsmrs often
possess the tendency to adjust their perceptions to be consistent with reality. Hence,
P9: Confirmation of Expectatiors positivelyass@iatedwith Perceived Usefulness

3. Research Methodology

The research will be conducted as a cisdional field study in a large manufacturing firm

using ERP systems via survey questionnaires. Since an ERP system can help organizations
incorporate thie complete range of business activities into a singfermation technology
infrastructure various departments within an organization can share information and
communicate with each other. Therefore, its successful deploymeeffantiveuse are critial

to organizational performance.

Given that a large number of the firms have adopted ERP systems in the Chinese
manufacturing industry, how to receive the benefits from the ERP system is the common interest
of the adopted firms. This study will chooséege firm, one of Top 500 firms in China, as our
researctlsite.

AMOS will be used to conduct data analysis. It is a multivariate technique that combines
aspects of multiple regression and factor analysis to estimate a series of interrelated dependence
relationships simultaneouslyHair et al. 1998)That is, twestep data analysis will be done to
first assess the measurement model and then test the hypotheses by fiingctheimodel.

4. Contributions and Conclusions

Innovative use is a higheevel volitional usage behavior which is beyond routine. Such usage
behavior is innovative in nature and can potentially lead to better results and returns. Both
research and practice have recognized the importance of realization of user commitment to
volitional system use. Therefore, drawing upon the IS continuance model and organizational
commitment model, this study develops a research model to examine how user commitment
affects innovative use. The present study is a good direction for the extens®oarftinuance
model. The study has offered the theory development part, and theory testing part will be
conducted further in the future study.
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Abstract

With the energence of Social Network Services (SNS) technologies, many websites for
expressing user opinions begin to support SNS functions with permitting users to build various
relationships. The user opinions in these SNS sites will bring greater impacts om eusts 6
decisions than traditional user opinion websites. Mining the user opinions in SNS sites not only
product so
communities with different concerns. The findings wellViery useful for analyzing customers

and targeting marketing. In this study, some initial ideas are presented on mining user opinions

can help producers discover their

in SNS, and an initial study is executed.
Keywords: Business Intelligence, Opinion Mining, Social Network Mining

1. Introduction

In web 2.0, users are permitted to express their opinions on products and services through many
channels, such as online forums, shopping websites, blogs, and wikis. These opinions have lots
of business values, and mining these data can bringgmabm enef i t s:
perspective, they could better understand the relative strength or weakness of their products, and

t he

hence developing better products

perspective, they could exercise nmanformed purchasing decisions by comparing the various
features of certain kind of products. A lot of studies have done on mining these user opinion data,

but these work only focus on mining user opinion data.

Recently, the emerging Social Network Seeg (SNS) sites (such as facebook.com, twitter.com,
epinions.com) permit users to build various relationships in online communities for
communications and sharing. So some user opinion sites (epinions.com and amazon.com etc.)
also integrate some functiom$ SNS. For example, one user can build trust relationship with
another by adding him/her into the trust list, or block him/her with the block list. With
supplementing SNS functions, the opinions of one person will have more effective impacts on
others tlan in original user opinion sites, because people more easily believe the opinions of the
persons with trust relationships. The influence of opinions in SNS sites can propagate more

distantly.

S
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Although there exist lot of studies in opinion mining and &onetwork mining, few of work

was done on mining user opinions with considering social network factors. Mining the user
opinions in SNS sites usually can bring more benefits for producers than in user opinion sites: it

not only can help producers discoteh ei r productsd strengths and
customer communities with different concerns, for example, discover the user communities with
negative sentiments on your products, even on which attributes. This will be very useful for
analyziip customersd segments and targeting mar k
presented on this issue.

The paper is organized as: Section 2 introduces the related work; some ideas are presented in
Section 3; Section 4 is the conclusion and future work

2. Related Work

2.1 Opinion Mining

Much research exists on sentiment analysis of user opinion data (Chau and Xu, 2007; Chen,
2006; Liu, 2006; Pang and Lee, 2008; Raghu and Chen, 2007), which mainly judges the
polarities of user reviews. In these studssntiment analysis is often conducted at one of three
levels: the document level, sentence level, or attribute level. Sentiment analysis at the document
level classifies reviews into the types of polaridiggositive, negative, or neuttalbased on the

oveall sentiments in the reviews. A number of machine learning techniques have been adopted
to classify the reviews (Pang and Lee, 2002). Abbasi and Chen et al. propose the sentiment
analysis methodologies for classification of Web forum opinions in mulaplguages (Abbasi

et. 2008). Sentiment analysis at the sentence level mainly focuses on identifying subjective
sentences and judging their polarities. Most of these studies adopted the machine learning
methods (Wiebe, 1999; Yu and Hatzivassiloglou 2088htiment analysis at both the document
level and sentence level has been too coarse to determine precisely what users like or dislike. In
order to address this problem, sentiment analysis at the attribute level is aimed at extracting
opi ni ons spacifipattrioutas ramgediews.

2.2 Social Network Mining

As we know, some studies have been done on trust relationship in social network. In (Guha et.
2004), a framework of trust propagation schemes is developed and evaluated on a large trust
network. Many trust prediction methods are proposed, for example in (Leskovec, 2010), the
proposed models can make prediction with high accuracy across the diverse range of sites. The
bidirectional effects of trust and rating on social networks is explored irs(ida&it. 2009). Some
machine learning based methods are used for trust prediction in (Liu, 2008; Kim, 2008). Some
work tries to discover user communities in online social networks. In (Zhang et. 2008), some
characters of @ Web ofcorflesponding@lgoathneis ploposed todetecte d |,
small target marketing groups. Some antagonistic communities are discovered for analyzing
some usersbd interesting behaviors.

3. Mining User Opinions in SNS Sites: a Proposed Approach & an Initial Study
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The olective of this study in mining user opinions in SNS sites is: identify the user communities
with different opinions. These communities always represent the groups of customers with
differentpreferencesand they can be used for producers to know custeeggmnents, in order to

do targeting marketing or design adaptive products for them. The following steps are proposed to
achieve this:

1) Analyzing user opinions: some text mining technologies are used to extract attributes of
product and sentiment polaégs of users from user opinions data.

2) Discovering social communities: the social communities are discovered, based on the
similarities of the used®pinions.

3) Analyzing the results: some charactersso€ial communities aressummarizedsuch as the

main sentimental polarities of communities.

Also, this approach can be used to support competdiwalysis by comparing the social
communities of competitive products.

In this initial study,we only consider the product ratings given by users as thedugansons,
without analyzing useégext opinions The groups with similar product ratings are discovered,
and the groups are divided into three categories: the group with positive opiregasiyeones
and no opinions. This should be very useful in imgroducers to customérsegments and
opinions.

3.1 Data Collection

The dataset forthe experments is obtained from a famous opinimite, Epinions
(www.epinions.com)which allowsusers to writes text reviewasnd to express trust of other
users basedn his/her previous experienddere, the data in mobile phone domain is collected
Since the number of usérmpinions on one product is low, the brand is the analyzing unit, by
averaging the product rating given by users.

3.2 Analysis Results

Here, the snple partition analysis is done Ipartitionusers into three subsets: negative one,
positive one and on opiniofihe following figures showhe analysis results on several brands
(green/redrertexesare users with positive/negative opinions, green/res are the TrustBy
relationships of users with positive/negatof@nions)
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Fig 2: Social Network Partition orim blackberry
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Fig 3: Social Network Partition on nokia

4. Conclusion & Future Work

The emerging SNS functions in user opinions sites brings many new challenges for mining
business intelligence, and mining these data will be very useful for producers in analyzing
customers and targeting marketing. In this study, an initial study is présemtmining user

opinions in SNS. In the future, an innovative community discovery algorithm will be developed

for discovering core user communities,; user s
det ai | usersod opini onment wil lbes executed dor dvauatiggethes ¢ a | €
proposed method.
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Abstract

Some newesearche demonstrated that the sehrdata canbe uesedo detect public health
trends andshortterm syndromic surveillancdn this paper, we study the problem of influenza
epidemics surveillancesing Google search dataA hybrid modelwith dynamic search query set
is developedwhich was moreccuratein influenza forecast than Google flu trenéspecially
for the irregular newinfluenza strain forecasts. Thiesearchis valuable for mproving the
timeliness of syndromic surveillance

Keywords:. Influenza surveillangeéhybrid model Google flu trends, sear@mginedata

1. Introduction

The Internet search engine has becomargoitant channel for people to seek life information.
Meanwhile, the Internet search data record what the searchers are concerned about, and reflect
people$ activity trends in a certain extent. Some new studies present that the search data can
help to degct public health trends asyndromic surveillancéHulth, Rydevik andLinde 2009;
Polgreen2008 Eysenbach, 200@oornik, 2009. A recentfundamentaktudy isGinsberget al

(2009) using Google search data to detect influenza epidemics, and their etbod ncan
improve the timeliness compared to the traditional surveillance melifmmodel wasalso

used to Google Flu Trend. Following this wodkiygen A. Doornik2009) extended it to an adto
regression model with calendar effects, and improved thdigbien accuracy. However, both
models are powerless in predicting the turning point when a new flu outbreak in April 2009.

In this paper, we do some work about the irregular new strain prediction. Section 2 of this paper
reviews the two typical models former literature Following Section 3 discusses the flu data,
search query data, and wimgegraing the twotypes ofdata. The fbrid model with fixed query

set is presented in Section 4. It can detect the seasoctalationsof influenza, butd o e dm 6 t
well in capturing the turning point in May 2009. Then we build a dynamic model in Section 5,
which detect the new influenza strain successfully by adding new queries into the former fixed
query set.
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2. The Current Models and Query Selection Method

Ginsberget al(2009)built asimple linear regression model predict influenzdike illness (ILI)

in United States based on Google search engine query data, and it can be two weeks in advance
of the release of CDG flu report. The modedelectsA5 best itting ones from 50 million of most
common search queries, and reached a mean correlation of 0.97. This indicates that the Google
search query data indeed has predictability of influenza epidemics. But the Google Flu Trends
model hasa seriousdeficieng. The model shows severe insensitiveness to theseasonal
influenza outbreaks, because the selected 45n damenbed witltharacteristiquelies of new
influenza symptoms. As a consequence, it is helpless in the new influenza forecast. An example
is that at the end of April 2009 when a newine flubegan to outbreak, the model made a long
period of forecast failure, and completely omitted the trend of this influenza peak.

In order to robustify the Google Flu Trends modeirgen A. Doornik2009) exénded it to an
autoregression model with calendar effects. In his model, the lagged dependent variables were
used to capture the losigrm cycle, and the calendar dummy variables were used to capture the
seasonal and asymmetric effects. The nedel notonly improvel the prediction accuracy, but

also has seltorrect capability that it needs two periods or more to revise when the swine flu
suddenly eose in 200904-26 (week 17) However, we find that the robustified model still
couldr@ capture the turngp point when the sudden andprecedentefluctuationoccurred So

the new model yet does naxtlvethe key issue of turning point detection.

3. The Integration of Time Series Data and Search Query Data

Influenza is a seasonal infectious diseabe United States,Centers for Disease Control
andPrevention(CDC) defines the flu season ake duration between the 40th week each year
and the 20th week next year (abeairly Octobeito mid May next year). In flu seaso@DC
releasesveeklyinfluenzasurveillancereport Themain indicator of influenza surveillanée the
percentage of visits for influendike illness (IL1%) in hospital outpatients. We cdraw out the
trendsof historicinfluenza activitywith the CDCreported IL1% weekly dataln Hgure 1, the
curvesof ILI% 2006-07 and IL1% 200708 are only in the flu seasoBy comparing the three
curves,the influenzaactivity is highly seasonalln October of each yeathe flu season began,
andbetween January arfeebruarythe peak appearednd thengradually fell Importantly, the
trendof each year is extremely simildBased on this characteristizgsng time seriesnodeling
for influenza surveillance would be an appropriate me{Redsand Mand| 2003 Batal, 2001).

In history, theinfluenza activity hd dropped to very low levedfter April, and even down to the
level of nonflu seasorafter May,while Figure 1 shows thah April and May 2009there is a
significantpeakof ILI% compared witlthe same timefgastyears which isdue to the outbreak
of the HIN1flu. Thetime series methods are unablediiectthe abnormal fluctuationyhich
can only be adjusted after thatbreak(Doornik, 2009) In 2009, ly massivéy calculatingthe
correlation betweerthe time series of50 million queries and thénfluenza (IL1% serie3,
Ginsberget al finally seleced 45 best fitting one® monitor influenza activityThe 45 queries
areall related to influenzarlhey got fairly good resultsising simple linear regressiadowever
their model also cahcaptue the abovementionedvolatility.
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Figure 1 The percentage of visits for influedika illness (IL1%) released by CDC.

4. Hybrid Modelwith Fixed Query Set

We use the abowvmentioned 45queiesd s e a r ¢ and weekly lLWoedatafrom CDC to
build astaticmodel Thedata collectiordurationis the flu season frorR003 to20® (week 40 in
2003 to week 29 in 2009). Here split the data into twsegmerg: Segment 1 is from Week 40
in 2003 to Week 20 in 2007, andgnent 2 is from Week 40 in 2007 to Week 29 in 2009. We
usethe segment 1 data to estimate our static model, while the segment 2 is for forecasting.

In order to reduce the data variation and instabilty use thelogit transformationto
preprocesshevariablelL1%:
ILI %

logt———
g(100- ILI %

Thelog-transformations used toconvertQ, thesum ofthe 45 querigdwveely searchvolume to
InQ. Thedependent variables logit(ILI%)t , andexplanatory variableare thelaggedl-order
dependent variablegit(ILI%) t-1 andcurrent search volume InAs thequerysetis fixed, we
call it static model

logit(ILI %) = )

logit(ILI %), = 4.525 €.649logit(| %), ©.695Q

(0.371)  (0.030) (0.059)
R =0.9425 =12%

The estimated coefficients aaél highly significant,andtheir standard err@rare n parentheses
The standard error @his staic model regressiors 12%,D o o r autcke@ression model with
up to the 53rd lags also about 12%, while ti&oogle Flu Trendsodel is up to 65%.

In forecastingsince the Google Flu Trendsnodel usel reattime search datat could detect
influenzaactivity abouttwo weeks in advanaef CDC, but dor@t have predictability tahe future
trends of influenza Therefore,in practice the Google Flu Trendsmodel can be used for
influenza surveillancawo weeks ahead. In Figure 4, the static model forechave been
transformed by therwi-logit transformation Before Week 16 in 2009April 26), the forecasts
from static model is mainlgonsistentwith the actual valuebut after thatthe predictionwas
significantly underestimatke Obviously, the static adel did notdetectthe influenza abnormal
fluctuationin May 2009
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Figure4 The forecasts from static model and the actual ILI%

Since in May 2009 the H1N1 flu outbreak appeared in United Stated td thehigher level of

flu activity thanthe sameperiod of history The 45 queries used in the static model are all
concerningordinaryflu which were build in 2008, so thel/i drefl@dtthe new influenza such
as HIN1 and swine flu. In order toonitor the unusual volatiliiywe must add queries about
new influenzanto our model.

5. Hybrid Modelwith Dynamic Query Set

For the influenza outbreak in May 20Q8re time series modelouldon Optedictit, but only
adjusted to a reasonable level in a few wedter the abnormitpccurred(Doornik et al, 209).

To detect similar influenza outbregk we try to use Google Trends
(http://www.google.com/trendiso supplemenbur query set with queries about HIN1 and swine
flu. With Google Trendspeoplecan inquiry tle term®search volumen anytopics based on a
subset of Googlebdbs search database

According to the characteristicd newinfluenzaandthe actual situatioof Google Trendslata,

we mainly considethe HIN1 and swine fleelatedqueries weekly searalolume after Week 13
in 2009 (April 4). Al the addedjueries are listed ifable 2 The search volunseof all queries
are very smallbefore April 2009, but there ia sudden surgen the end of April, and then
dropped to a lower level quickfter May.These featwes are consistent witthe development

of newinfluenza.
Table 2The addedjueries about HIN1 and swine flu

H1N1 related queries Swine related queries
HIN1 Swine Flu
HAIN1 Flu Swine Flu Symptoms
SymptomsH1N1 Swine Flu Vaccine
H1N1 Virus Swine Flu Cases
HAIN1 Flu Symptoms Swine Flu HIN1
H1N1 CDC Swine Flu CDC

The d/namicmodeladded new queries isstimated as follows
logit(ILI %), = 6.072 ©.554logitll %), ©.95(,

(0.393)  (0.030) (0.063)

R =0.9655 =10.6%
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The d/namicmodelis estimatedbetter than thetatic modelin various indicatorsThe standard
error of regressions only 10.6%, and the residual alswes the requirementsSimilarly, we
split the data into the same twwegmers for gredictive test
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Figure5 Theforecasts from dynamic model and the actual 1L1%

Table 3 Forecast statistics folLI% of two hybrid models, Google Flu Trendsodel and autoregressive with
calendar effects

The Static The Dynamic Google Flu Trends | autoregressive with
Model M odel calendar effects
ROME 0.29 0.15 0.29 0.41
MAPE 4.78 2.87 12 12

In table3, the brecast statistics afynamicmodelis very satisfactoryThe root mean squared
error (RMSE) is 0.15, thenean absolute percentage erfifAPE) is 2.87, and the covariance
proportion is up to 0.93. Our hybrid models awperior tathe models of Gagle Flu Trends and
the autoregressive with calendar effe@®ornik, 2009) and the dynamic hybrid model is far
better than the static.

As shown inFigure 5 by adding new influenzeelated queriésthe dynamicmodel monitored
the outbreak of influenzam May 2009,and the forecasts aheghly in line with the actual in the
subsequent phaseghis demonstrate that the adding queries basically reflect the influence of
newflu in 2009

6. A Mechanism of Selecting New Fluelated Queries

Due to frequent ariation of flu virus, new symptoms and mutations emerge constantly. This
often causes the volatility of influenza act
difficult to reflect the new features of influenza with the fixed query set. Thdugldynamic

model which includes new influenzalated queries can detect the abnormalities, it is just the ex

post analysis. The linchpin of successful prediction andtimal surveillance is how to select

the new queries prior to the anomalies. It i® gigetty significant to recognize and prevent the
disease.
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There is a period of spreading time from the emergence of new influenza to the outbreak. The
ontline querying before outbreak is critical for selecting new queries. Some phenomenon, such

as inflenza activity, has the season and trend cycle factors in time series, and also has certain
irregular variability under the influence of random factors. For this phenomenon, we propose a

selection mechanism called the basic query plus hot query.

In our dynamic model, the lagged-drder dependent variable showed the performance of the
historical information, and the inertia of influenza activity-@dled basic queries are which
indicate the seasonal and cyclic variation of the incidents. Its amounteis. fix influenza
monitoring, Google Flu Trends has identified it as 45, which has been validated to be suitable by
the IL1% data before 2009. And the hot queries are to reflect the abnormal changes, the influence
of instantaneous factors and more than aoe search volume. The quantity of hot query is
variable with the people's concern about the incidents.

The selection of hot queries can use the top searches and rising searches provided by Google
Insight for Search (google.com/insights/search/). Togrckees can inquiry the most popular
queries in relationship with an event, while the rising searches provide queries which volumes
visibly increase in a certain time. The rising searches about anreNated query reflect the
changes of people's concefiop searches and rising searches can work together to identify the
range of new queries.

7. Summary and Concluding Remarks

In order to detect influenza activityhe static gbrid model utilizes the 45 queries of the Google
Flu Trends. Itaccuratelypredcted the influenza activity before 2009. Although its results were
better than Google Flu Trends and time series model, & datect the outbreak in May 2009.
The main reason is that the fixed query set daesrclude the new influenzeelated
queriesFurthermore we built the lbrid model with dynamic set, which was added the H1IN1
and swine flu related queries. This model forecasabimormalluctuationsuccessfully.

References

1. Ginsberg,J. et al fiDetecting influenza epidemics using search engunery data Nature
Vol 457,2009 PP10121014.

2. Hulth, A., Rydevik, G., and Linde, A. fiWeb Queries as a Source for Syndromic
Surveillanced PLoS ONEVolume 4 Issue 22009,e4378

3. Polgreen,P. M., et al. fiusing Internet Searches for Influenza Survaeitkd Healthcare
Epidemiology2008 PP1443 8.

4. Eysenbach, Ghlnfodemiology: tracking flerelated searches on the web fyndromic
surveillanced AMIA Annu Symp. Proc2006 PP244i 248

5. Doornik, J. A.filmproving the Timeliness of Data on Influenldee Ilinesses using Google
Search Dat@ 2009 http://www.doornik.com/flu/Doornik(2009) Flu.pdf

6. Askitas, N., and Zimmermann K. F. fiGoogle Econometrics andJnemployment
Forecasting Applied Ecoomics QuarterlyVol. 55, (2009)2, PP107-120.

7. Choi, H., and Varian H. fPredicting the Present with Google Treads2009,
http//ec.europa.eu/dgs/policy advisers/experts_groups/alexis_jacquemin/docs/google_ predic
ting_the_ present.pdf

50


http://www.doornik.com/flu/Doornik(2009)_Flu.pdf
http://ec.europa.eu/dgs/policy_advisers/experts_groups/alexis_jacquemin/docs/google_predicting_the_present.pdf
http://ec.europa.eu/dgs/policy_advisers/experts_groups/alexis_jacquemin/docs/google_predicting_the_present.pdf

8. Sanq Y., andTakayasu M. iiMacroscopic and microscopic statistical properties obsernved
blog entries 2009, http://arxiv.org/abs/0906.1744

9. Centers of Disease Control and Preventi@Rlu Activity & Surveillance. Reports &
Surveillance Metbds in the United Stat@ehttp://www.cdc.gov/flu/wekly/Fluactivity.htm

10.Reis B. Y., and Mand| K. D., fiTime series modeling for syndromic surveillajicBMC
Medical Informatics and Decision Makirfg003 3.

11.Batal H. fiPredicting patient visits to an urgent care clinic usiatendar variableg Acad
Emeg Med8(1), 2001, PP48-53

51


http://arxiv.org/abs/0906.1744
http://www.cdc.gov/flu/weekly/Fluactivity.htm

Exploiting Item Heterogeneity for Collaborative Filtering Recommendation

Hung-Chen Chen Ying-Siou Dai
Dept. of Info. Management Inst of Tech. Management
National Taiwan University National Tsing Hua University
Taipei, Taiwan, R.O.C. Hsinchu, Taiwan, R.O.C.
JesseHCChen@gmail.com ransondai@gmail.com
Chih-Ping Wei Yu-Kai Lin
Dept. of Info. Managemeén Inst of Service Science
National Taiwan University National Tsing Hua University
Taipei, Taiwan, R.O.C. Hsinchu, Taiwan, R.O.C.
cpwei@im.ntu.edu.tw yklin@mx.nthu.edu.tw
Abstract

Among variousrecommendatiompproachescollaborative filtering(CF) is the most successful

and widely adoptedone However, measuring usersimilarity and predicting usepreference
without consideng item heterogeneitiegenderdraditionalcollaborative filtering approach to be

less effective. In this study, we propose the contaighted collaborative filtering (CWCF)
technique that extends the traditional CF approach by considering the contiauites of

items. Our empirical evaluation results show that our proposed CWCF technique substantially
improves the prediction accuracy in comparison with the CF approach.

Keywords: Item HeterogeneityContent Similarity, Collaborative Filtering

1. Introduction

Internet facilitates the creation, distribution, and access of information sortlvaé userscan
searchfor products thabettermatch their personal preferencasrequirementsHowever, the
well-known information overload problem makes tkearch activity rather difficult and
inefficient In response, recommendation systems, also called recommendation agents, have
emerged to address the challenge of information overload by suggesting items that users may
like or be interested in. Althougpbrior studies have proposed and developederaldifferent
recommendation approach@ei et al., 2002)the collaborativdiltering approach(Resnick et

al., 1994; Konstan, et al., 199i8 the most successful and widely adopted &@pecifically, he
collaborativefiltering approach relies on usérpreferences as its inputs and identifies users
whose tastes are similar to those of a target user (or called an active user) and recommends to the
active user items they have liked.

However, thetraditional collaborative filtering approach ignores itémeterogeneitieand thus

may not be effective when applying to an environment in which content heterogeneities of items
are commonly observed. For example, movies can be classified into such categories as, romanc
war, suspense, horror, drama, comedy, and so on. If we want to predict an actge user
preference on a particular suspense movie, user preferences on movies of the suspense category
or similar categories (e.ghprrorn would be moreelevantto the taget prediction task than user
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preferences on dissimilar categories (e.g., comedy). Likewise, suppose we have a collection of
books with topics such as data mining, data warehousing, decision support systems, cognitive
psychology, sociology, technologyanaement etc. To predict a usé preference on a data
mining book, user preferences on those books pertaining to data mining, data warehousing, and
decision support systems appear to be more relevant than those on other dissimilar topics such as
cognitive psychology, sociology, and technologgmanagement Unfortunately, existing
collaborative filtering techniques do not exploit item heterogeneities and simply consider user
preferences (i.e., rating scores) of items identically important by givingéysefsrences an

equal weight when computingimilarities among users. To improve recommendation
effectiveness, the collaborative filtering approach needs to be extended by giving higher weights
to user preferences on those items that have greater contentisimiitn the target item when
estimating user similarities.

In this study, we propose a contewmtighted collaborative filtering technigue that extends the
traditional collaborative filtering approach by considering content similarities of items.
Specifcally, the content similarity between items is first measured. Subsequently, to predict an
active useis preference on a particular item, only the user preferences on items similar to the
target item are considered when determining the similagtweenthe active user and each of

the other users. We use the MovieLens Dataset collected by the GroupLens Research Project
(Resnick et al., 1994and conduct a series of experiments using the traditional collaborative
filtering approach as the performance benahkmAccording to our empirical evaluation results,

our proposed contemteighted collaborative filtering technique improves the prediction
accuracy, compared with ilenchmark

The remainder of this paper is organized as follows: The design of ourspbpechnique is
detailed in Section 2We then depictour evaluation design amdiscussimportantevaluation
resultsin Section3. We conclude in Section 4 with a summary and some future directions.

2. Content-Weighted Collaborative Filtering (CWCF) Technique

Error! Reference source not found. shows the overall process of our proposed CWCF
technique. To exploit item heterogeneities for greater recommendation effectiveness, the first
phases to estimate the content similarity besw items based on the cosine similarity measure.
To predict the preference score of an active wgeon atargetitem i;, the neighborhood
formation phase determines, among all users that have expressed their prefergntes wp

N users whose prefences are most similar to thoseugfas his/her neighbors. We develop a
contentweighted correlation coefficient measure that considers content similarities when
estimating the similarity between the active user and each of other users who have rated
Finally, the known preferences of theighborsoni; are used to predict the preferenceipbnis.
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Figure 1. Overall process of contentveighted collaborative filtering (CWCF) technique

2.1 Content Similarity Estimation

Because most of items to be recommended (e.g., movies, songs, or electronics) posses text
descriptions, the texirocessing tasks, i.e., keyword extraction, keyword selection, and item
representation, can be performed in advance for estimating contentiesilén this study, we

assume that each item has been represented as a feature (i.e., keyword) vector. To assess the
content similaritybetweentwo items, the cosine similarity measure is adopted, as follows:
SiMyren(inoly) = quy , whereE (or i:) is the corresponding feature vectoripfor iy) andficd
Ixz 2

denotes the degtroduct of the two vectors.

Iy

2.2 Neighborhood Formation

The Pearsorcorrelation coefficient measure is widely adopted traditional collaborative
filtering approaches to compute the similatigtweentwo users. However, all the preferences

on the cerated items of two users contribute equally to the similarity of the users and may lead
to find inappropriate users as the ndigts for the active user. To address this limitation, we take
into account content similarities when estimating the similarity between the active user and each
of other users who have rated the target item and proposeothentweighted correlation
coeflicient measureghat gives higher weights to the preferences on theated items that have
higher content similarity with the target itet@onsequently, the contemteighted correlation
coefficient measure betweegpandu, from the perspective of the gt itemi; is defined as:

é. T:1(Sirn:0nten(it ' Ix) p(ua’ ix))(Sirn:ontenKit ' Ix) p(ub ' Ix))
VA (SIManficr i) PU 1)) A (SIMgrinic 1) Py 15))°

(or p(un, ix)) denotes the preference score of the ugéor u,) on itemiy, andm is the number of
items corated byu, anduy,

, where p(Ug, ix)

SImM(U,, Uy, i) =

Furthermoreto increase the number of itemseedby u, andu,, we design dill -in strategy
using the constrainektnearest item metho&pecifically if u, (or uy) has rated itenny but the
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other userhas not,the preference score dfi, (or u,) on iy is tempordly filled-in with the
weighted average prefmce score of the items ratedupy(or uy). That is among all items rated
by up (or uy), we select only the tekitems whose similarities to the item to be fiHed(i.e.,iy)
are highest and are greater than a prespedifisxbholdl to compute the weighted average
preference scorig for u,, where thesimilarity between a selected itepand the item to be filled

in (i.e., iy) is employed as the weight. Afterwards, the tdpusers with the highest user
similarities estimated by theontentweighted correlation coefficient measure se¢ectedas the
neighbors for the active user.

2.3 Preference Prediction

After identifying theN nearest neighbors and formitige neighborhoodor the active useus,,

the known preferences of the nelogprs on the target item are aggregated to arrive at a
preference prediction fou, on i. We extend the prevalent deviatimom-mean method
(Resnick et al., 1994; Konstan, et al., 198y modifying how the average preference score of
the active useor each of his/her neighbors selected previously is calculated, as follows:

«« N . —_ . .
= a . (PUy,i)- p(uy))sim(u,,u,,i,) _ _
pu,,i,) = p(u,) +—== b Nt : : : L , where p(u,) (or p(u,) ) is the
abzlslrr(ua,ub,lt)
weighted average preference scoraupfor uy), determined byhe constrained-nearest item
method(employed by the fitin strategy of the previous phase).

3. Empirical Evaluation

We conduct the empirical evaluation of the proposed CWCF technique and use the traditional
collaborative filtering (namely CF) approach as the performance benchnmfakeviluation
dataset and thevaluationmetrics are first depicted in Section 3.1. Subsequently, important
evaluation results are discussed in Section 3.2.

3.1 Evaluation Dataset and Evaluation Metrics

We use the MovieLendataset collected by the Grougrhs Research Project at the University of
Minnesota to conduc series oéxperimers. There are 100,000 ratings (with a scale from 1 to 5)
from 943 users on 1,682 movies. All of the users in the original dataset have rated at less 20
movies. Because, ithe MovieLens dataset, many users gave identical or higimylar
preference scores on all movies that they rated, the preference prediction for these users is
considered uninteresting. Thus, we remove those users with low variance on their preference
scaes (i.e., variancé 1.3) from the original database. As a result, we retain 6,392 ratings from
225 users on 1,637 movies as our evaluation dataset. Furthermore, because the MovielLens
dataset does not contain the description of each movie, we obtaindgssetions from the
Internet Movie Database (IMDB) and accordingly represent each movie as a feature vector.

Two evaluation metrics are employed, including prediction accuracy and coverage. For
prediction accuracy, we adopt the mean absolute error (MAdasure Shardanand and Maes,

1995), which is defined aMAE = (§ iT=1| p - g |) /T , Wherep; is a predicted preference scoge,
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is its actual rating for the sanpreferenceprediction task, and is the number of preference
prediction tasksThe second aluation metric is coverage (Herlocker et al., 1999), which is
defined as the percentage of tpeeference prediction taskihat can be predicted by a
recommendatiotechnique investigated.

3.2 Performance Comparison

Our pproposed CWCF technique involwve® important paramterstandk in the constrained-

nearest item metho@n the fill-in strategy and the modified deviatifmom-mean method). In

this study, weancrease thehresholdt from 0.1 to 0.2 and sd&t 11 for our proposed technique

and compare its effectiveness witlatlof CF. As we show iRigure?2, asu increases from 0.1 to

0.2, the MAE achieved by the proposed CWCF technique substantially reduces at any number of
neighbors examined (from 1 to 7). CWCF noticeably outperforms CF wisegreater than 0.1.

The result demonstrates that considering item heterogeneities can help improve the prediction
accuracy. However, while improving the prediction accuracy, CWCF inevitably sacrifices its
coverage. AsFigure 3 shows,the coverage attained by CWCF decreasassiderablyas U
increases. To balance the tradeoff between prediction accuracy and coverage, we can combine
CWCF with CF. Specifically, CF is activated when CWCF cannot make a prediction for an
active user. As a result, the hybrid approach {f.2) can achieve the re&@ coverage as CF

does and its average prediction accuracy is still better than that of CF.
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coverage

4. Conclusion

In this gudy, we propose a conteweighted collaborative filtering (CWCF) technique that takes
into account content heterogeneities when making preference prediction. Our empirical
evaluationresults suggest that our proposed CWCF technique substantially outperitine
traditional CF approach in prediction accuracy (i.e., MAE). To address the low coverage of
CWCF, we also suggest laybrid approach that combines CWCF and CF. In the future, to
improve thegeneralizabilityof the evaluation results reported in tratudy, we should conduct
additional evaluations that involve different contexts (i.e., book, music recommendations).
Moreover, the extension and improvement of CWCF thatamdmevehigher coverage while
maintaining similar accuracy level represents aemsa direction for future research.
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Abstract
Prior research shows some evidence that IT reduces inventory, but also sais@ortant
estimation issuéspossible endogeneity, omitted complementarity, amitted variable. We
address these issues using data of 1,052 firms over 6 years. Surprisingly, we see no evidence of
IT impact on inventory for the average firm. We next probe deeper beyond just the average firm,
by examining moderators and mediators of thenMentory relationship. We then find that the
aggregate IT effect on inventory masks two contrasting roles that IT plays. First, the further up a
supply chain where distortion is the greatest, the moraeducesinventory. Second, IT
facilitates firm growth, whih increasesinventory. Together our analyses open up new
directions, both empirically and theoretically, to relate IT to inventory.

Keywords: Inventory Information Technology, Supply ChaiDistortion, Frm Growth

1. Motivation

In this paper, we focusn a specific mechanism through which IT could enhance productivity at
the firm level, that is, by reducing a critical form of working capital: inventory. Inventory is a
central subject of study in operations management and it arises as working cagataebof
mismatches in supply and demand. Its importance is evident: it comprises 20% of total assets for
the average listed firmSo we ask: does IT really reduce inventory at the firm level?

2.Baseline Result: A Direct Relationship between IT andrventory

Our analyses, at the first step, find evidence to suppaatdirection relationship between IT and

inventory This issomewhasurprising in light of both substantial investment in IT in industries

and widely recognized theories in academia tiatmproves information flows along supply
chains, which in turn increase efficiencies in inventory managementNigrom and Roberts

1988. Further, there is some empirical evidence in the literature duggelkat IT reduces

inventory (e.g.,Mukhopadhyay et al.1995 Barug et al. 1995 among othe)s We extend tis

literature by taking into account tfree importahestimation issues:

1 We employnoveli nstrument al variables (e.g., execut
number of transistors on microchips) to addrpsssible endogeneity that IT could be
endogenously determined due to decreased inventory aadnitneased productivitylThe
idea is that firms whose executivage younger anchavemore IT-related majors are more
likely to have higher ITTheyare unlikely to be correlated with factors that jointly determine
inventory and IT or mechanisms that gorh inventory to IT (such as firm profitability).

1 We addressomplementaritiesf IT components in a fir@ IT infrastructurepy examining
not only specific IT measure like ERP usége also board measures like IT stock.

1 We try to avoid omitted varidd biases by adding controls for inventory, which are just
reported in recent operations studi€ar, et al.2005 Rumyantsev and Netessine 2007)

With these thee econometrics issues addressadregressiormodel is as follows:
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= T+ K +ni+  +oy (1)

w=0 &

whereg is a measure of inventotiog days of inventoryjor firm i in yeart. Uss IT, the variable
of interest, with up td lags. opis a vector of control variables that can affect invent@su(; et

al. 2005 Rumyantsev and Netessine 200%)s assumed to be white noisecaptures firrdfixed

effects and y, year effects.

We use data from several sources. FromQbenputer IntelligencéCl) database, webtain
proprietary infor mat i (basedomwhich wernamputelITTstoeguf r ast r
ERP applications (based on which we compute scores to indicate the extent-tdvigihusage

of supply chain ERP and general ERP systems). MnformationWeek we obtain rankings of
firmsdéd use of | T, as an Campusiaforiaccouating datesachasr e o f
inventory. We use GVKEY to establish concordance among these data@atsfinal dataset

consists of 1,052 unique firms during@82006. In the subsequent analysis (Table3) lwe try

both IT stock and IT rank and obtain highly consistesults For example, Table 3 presents
resultsfor IT rank; using IT stock gives qualitatively similar results.

Tablel shows our baselineselts. In columns (A), (B), and (C), we show that our IT measures
can replicate results in previous studies that IT reduces inventory; these prior studies tend to use
narrow measurefor specific IT (ike ERP) To address complementarities IT applicatons,

we use broader measures ofd3 well In (D) and (E), we use two example broad measures: the

log of IT stock andnformation Weets IT rankindicaing IT leaders While we are still able to

obtain a negatively signed estimate in (D), we couldm@E), where the IT rank arguably better
captures overall complementarity than that of IT stdokcolumns (F) and (G), we address
omitted variables bias by introducing control variaft@sinventory As examples, we report
estimates wussuwppltyh ec hnaairr o BMRFA scoreo in (F) an
(G); both columns ustne Gaur, et al.(2005)control variables as an example. In (F), we see that

the IT measure has now lost its minor statistgignificance in (A). We obtain qualitatively
similar results using other IT measures and the control variablesRuonyantsev and Netessine
(2007) instead.In columns (H) and (I), we address endoggnéy introducinginstrumental
variables Now, all IT measures are statistically indistinguishable from.zero

In sum,addressing the three estimation isgupsssible endogeneity, omitt@dmplementarity
bias, and omitted variables bjage seeabsence ofvidencethat IT reduces inventory for the
average firm, which suggests the neetktositthe current evidence in the empirical literature.

3. Moderating Effect on the IT-Inventory Relationship
Next we propose aoderator hypothésthat we are morekely to observe more negative IT
effects for upstream firms (manufacturers versus retaiEsausehey facehigherinformation
distortionthan firms at the downstre@according to thdbullwhipo effec® and becausdT
helps to mitigate impacts of distmm. Table2 presents the result$o reiterate, we conduct IV
estimation, use both specific and broad measures foard,employ controls for inventory
(similar analyses performed in section 4n columns (A), (B), and (C), we ruseemingly
unrelatedregressionsn a system of equations for manufacturers, wholesalers, and retailers.
When we measure IT with a narrow meaduseich as supply chain ERP as showfable 2
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we see mostly no IT effect; the best is a weakly significant and positive estintageldfeffect

for retailers. A possibleinterpretation is that IT mafacilitate firm growth (Mitra 2005. When

we measure IT with a broad measugich as the log of IT stodkwe see that the IT effect is
significantly negative for manufacturers, not rséfigant for wholesalers, and significantly
positive for retailers. Here, we are concerned ababe differences in the IT effect e.g.,
differences across columns (£Q), rather than thabsolutelevel of the effect. The last row of
Table 2shows resu$ from a generalizetHausmancrossequation test. The differences are
mostly significant, consistent with a theory in which IT works through the mechanism of
mitigating information distortion teeduceinventay.

4. Mediating Effect on the IT-Inventory Relationship

From anothetheoreticalperspective, whypothesizehat IT affects inventory via mediators like
firm growth. The underpinning theory is that Facilitatesgrowth (Mitra 2005), which tends to
increase inventory (Porteus 2002We usethree measueefor firm growth, growth in sales,
assets, and costs of goods s@®GS. In Table 3, column (A) usesipply chain ERRs an
exampleof narrow measugefor IT, and sales growth as the measure for finowth. It has two
parts, the mediator regression and the structural equagenTable 3 for explanations)n the
mediator regression, IT is positively signed. The estimate for IT in the structural equation
becomes statistically insignificaite.,0 . 0 0 0 Stracd t b e | I column (B), we show
another example estimation, this time using a broad measure of IT and a different measure of
firm growth. The result is similar. Indeed here, once we include the growth medregolT

effect turns egn negative, t60.003. Growthin COGS givesconsistent results.In sum, the
results are consistent with the view that IT maseduce inventory (perhaps by reducing
information distortion in product market uncertainty), but this reduction can be more than
C 0 mp e n s atieceasibgmvehtdnpve firm growth.

5. Concluding Remarks

To sum up our analysesextend thdliteratureby specifyinga model that das with the three
econometricgssueswhenrelating IT to inventory. We estimate the model uangcent, large
scale datasptind a striking result is the absence of evidence for IT affecting inventory for the
average firm.The result is robust talternative mdel specificationsvarious measures of IT and
inventory, alternativeinstrumental variables, and correction for potential selection bias
(untabulated). These analyses emphasize that our reaahiessedwith rigorous econometri¢s
thus suggestinghe need to revisit the commonly recognized role of ITreducinginventory.
We advance théheoreticaldevelopmentalong this line byshowing how the role of IT in
inventorymanagemernay be shaped byoderatorselated tanformationdistortion as well as
by mediators pertaining to the strategic role of IT in enabling firm growth. Owvimredleresults
help us better understand, both empirically d@hdoretically the role of IT in inventory
managemerin modern firms.
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Table 1. A Direct RelationshipbetweenIT and | nventory

The dependent viable is log days of inventory, and the regression model is equation (1) in thaltestimations
are done with Hubewhite robust standard erroM/e also cluster at the firm level to minimize serial correlations of
the error term. Numbers in brackets are standard errors.

REPLICATION OUR APPROACH
(A) (B) (©) (D) (E) (F) (G) H O

+Broad +Broad + Control + Control +IV +IV

measure measure vars vars
IT MEASURE
Supply chain ERP score -.034* -.003 -1.43
(.023) (.024) (17.4)
General ERP score -.049*%*  -.070***
(.024) (.026)
-1lag -.024
(.021)
- 2 lags -.002
(.021)
Log IT stock -.027%* -.029%** .031
(.006) (.007) (.149)
IT rank .000
(.000)
CONTROLS *
Gaur, et al. (2005) Yes Yes Yes Yes
N 5306 5306 5306 4871 4871 4269 3937 1204 1204
P .000 .000 .000 .000 .000 .000 .000 .000 .000

* *x k% means significance at the 10%, 5%, 1% levels.
$These ontrolsare fromGaur, et al. (2005Using controls ilNetessine and Rudi (200@ields consistent resullts.
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Table 2. Moderation

The dependent variable is log days of inventory. The specification is in the baseline model, equation (1) in the text.
All estimations are done with Hub&vhite robust standard errors. We also cluster at the firm level to minimize
serid correlations of the error term. Numbers in brackets are standard errors.

(Manufacturers: NAICS 3B3; wholesalers: NATS 42; retailers NAICS 445)

(A) (B) (©) (D) (B) (F)
Manuf Wholesale Retail Manuf Wholesale Retalil
IT MEASURE
Narrow measure:
Supply chain ERP score 0.057 0.22 .378*
(.308) (.273) (.219)
Broad measure:
Log IT stock -.196*** 0.259 344x**
(.055) (.196) (.063)
CONTROLS *
Gaur, et al. (2005) Yes Yes Yes Yes Yes Yes
F 386 161 2038 386 161 2038
p .000 .000 .000 .000 .000 .000
GENEARLIZED HAUSMAN (A)vs.(B) (B)vs (C) (D)vs. (E) (E)vs. (F)
CROSS-EQUATION TEST
j? 3.29 103.0 20.35 34.05
p q72 .000 .002 .000

* ** *x means significance at the 10%, 5%, 1% levels.
*These ontrolsare fromGaur, et al. (2005Using controls ilNetessine and Rudi (200@ields consistent resullts.

Table 3. Mediation

The dependent variables are shownmthc ol umn headi ng, where AMedo means a
and other controlfor firm growthand @A Str uct 0 me éonthat regressesrlag daysuof/éamtbry ang u a t

IT as in equation (1), but including the mediator as an additionalriztte. All estimations are done with Huber

White robust standard errors. We also cluster at the firm level to minimize serial correlations of the error term.
Numbers in brackets are standard errors.

(A) (B)

Med Struct Med Struct
IT MEASURE
Narrow measure:
Supply chain ERP score 12.89*** .000
(2.28) (.000)
Broad measure:
IT rank .116%* -.003***
(.040) (.001)
MEDIATOR
Sales growth .120%**
(.030)
Assets growth .120%**
(.032)
CONTROLS ®
Gaur, et al. (2005) Yes Yes Yes Yes
F 21.67 30.56 17.22 3.56
P .000 .000 .000 .000

* *x k% means significance at the 10%, 5%, 1% levels.

¥*These ontrolsare fromGaur, et al. (2005)Using controls iNetessine and Rudi (200giglds consistent results.

Note. The AMedod regressions include contr oCO&S,gross firm
margin, gross PPRElebt leverage, cash flow on assets, and Hookarket ratio
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Abstract
This paperdeterming whether the opportunitie®r firms to use IT to improve their performance
have been decreasing over ti me, by examining

in economic conditions. We develomavel evenistudy approacland explain the logic behind our
empirical aalysis. Our analysis of the IT industry as a whole indicates that the opportunities for
firms to use IT to improve their performance are not vanishing. However, there are sectors within
the IT industry that no longer provide valaehancing opportunitiesr firms.

Keywords: business value of IT, event study, stock price volatility

1. Introduction

The article titled Al T Doesno6t MiatvdardeBusinéss publ i
Review(HBR) created quite a stir. Carmslaims suggest thatrfns should not invest in new IT
applications(Carr 2003. If firms stop funding new IT applications, IT academics and IT
practitioners, and many firms in the IT industry will ibeserious trouble. Such actions by firms

would lead to the demise of many firms in the IT industry, a smaller role for IT practitioners in
nortIT industry firms, and a reduction in jobs in-t&lated disciplines.

The absence of strong evidence to indidh@t firms benefit from their IT investments, together
with the <controversy <c¢created by Carrdés arti
evidence of the business value of IT. In this paper we desaribgemtstudy that does so in an
unconventioal way. We assert that if IT no longer provides opportunities for firms to improve

their performance, firms wouldtop investing innew IT applicationsAs a result, financial

mar ket data can be wused to deter micatensad et her
decreasing. We argue that the volatility in market value of an industry to economic news
indicates whether the industry provides an undifferentiated input (e.g., electricity) or one that
could potentially be the key to improving firm performango if IT has become (or is becoming)

an undifferentiated input, its volatility to economic news should be low, comparable, for example,

to the volatility in the electric power industry. We lay out the bases for our assertions in the next
section.

We sudy firms in the IT industry and the Utilities, and Transportation & Freight industries from

1980 to 20070ur analysis clearly indicates that overall, theeligendered opportunities for

firms to improve their performance have not decreased over timms Eontinue to invest in

new IT applications and the investments in new IT applications are not decreasing. We conclude
that IT spending on new IT applications is not an endangered species.
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2. Theory and Hypotheses

2.1 Categorization of IT Investments madby Firms

We lump all investments made by firms into two categoriegstments necessary to maintain a

f 1 r cadest business (ICB) andnvestments imew initiatives (INI). ICB investments are
necessary to sustain a of isrum@saiomurar éntr nodpe rcautrir
INI investments fund new initiatives that will enable a firm to perform better in the future. INI
investments may enable a firm to expand operations, change the way it will perform some
operation in the future, @ven compl etely change the firmds d
In an IT investment context, ICB are investments that are necessary to sustain the IT applications
currently in use. These IT investments are necessities if a firm is to exploit its current capabilities.

For example, f a firm discovers a new IT security threat, it may have to make IT investments to

fend off this threat. INI ardiscretionaryinvestments in new IT applications that a firm plans to

deploy in the future. For example, a firm may consider launchirignowledge Portal that

facilitates sharing of ideas among employees and community building.

The IT investments made by firms are contingent uptwether or notnew IT applications

provide opportunities for firms to improve their performance, i.e., whdthenatters? Firms

will only make INI investments if new IT applications enable firms to improve future
performance. Firms have to make ICB investments whether IT matters or IT does not matter. We
describe later how the IT investments made by firms affectand for the products and services
provided by IT industry firms. The literature suggests that firms favor ICB investments at the
expense of INI investments, because ICB investments are less risky and offer more immediate
benefits. We assert that firmsake ICB investments before they make INI investments

2.2 Economic Conditions, IT Investments and their Impact on the IT industry

In an economy, economic conditions improve, stay the same, or worsen over time. The demand
for products in the economy is afted by these conditions. In general, when economic
conditions improve, product demand increases, and vice versa. However, the changes in demand
emanating from changes in economic conditions differ across products. For example, economic
conditions affecdemand for medicines less than demand for furniture or vacations. Medicines
are more of a necessity for most consumers than is furniture or a vacation. The products of some
industries are necessities for their customers, while others are discretionamyotraarlier
discussion we can conclude that ICB investments are more of a necessity than are INI
investments. Since ICB investments are a higher priority than INI investments, economic
conditions have a greater impact on INI investments than ICB invetgme

2.3 Market Assessment of IT Investments

It is a wellestablished paradigm in finance that asset prices in financial markets are affected by
the arrival of new information. For exampl e,
effect on stocksbonds, futures contracts, foreigrchange rates, interest rates and currency
options, etc.(Nofsinger and Prucyk 2003However, n all ealier IT businessvaluerelated

eventst udi es (BVES) , t he fAnew | nréladed deaisionsomade bye v e n t
individual firms and their effects on the stock price of the firm making threl&ted decision. In

t his study, ttihoen ofi neewwe nitnsf oaarmea news r el eases of
may indicate to financial markets that economic conditions have changed, and the effects of such
changes on the stock prices of groups of firms (e.g., IT industry firms). The stock pricaesof f
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whose product demand is relatively invariant to economic conditions will not be greatly affected

by new information indicating a change in economic conditions, and vice versa.

If IT does not provide performan@anhancing opportunities, firms will makfewer INI

investments (in the extreme case, no INI investments). Therefore, if the opportunities to use new

IT applications to increase firm value are decreasing, the volatility of stock prices of IT industry

firms (as a whole) to changes in economicditons should be decreasing and approaching the

stock price reaction of firms in industries that produce wideslkyd inputs that no longer are the
impetus for performance enhancing investments (i.e., they are ICB investments). This leads us to
our primaryhypothesis.

H1: The volatility of stock prices of firms in the IT industry to changes in economic conditions
has decreased over time and is approaching the volatility of stock prices of firms in
industries that produce widelysed inputs that primarily & ICB investments for their
customers.

We refer to noAT industries that produce widelysed inputs that primarily are ICB investments

for their customers as WUICB industries. WUICB industries supply inputs that do not provide

the impetus for firms to impve their performance.

Consider a firm in the IT industry that produces a single product. If the product is an INI

investment for its customers, the demand for its product will likely be greatly affected by

changes in economic conditions. However, if pheduct is an ICB investment for its customers

(e.g., the firm provides security protection), economic conditions will have relatively little effect

on the demand for its product. Hence, the stock prices of IT industry firms whose products are

INI investrents for their customers will be greatly affected by economic conditions, while the

stock prices of IT industry firms whose products are ICB investments for their customerstwill

be greatly affected by economic conditiohkis leads us to state thelving hypotheses:

H2a: The volatility of stock prices (to changes in economic conditions) of IT industry firms
whose products primarily are ICB investments for their customers, will be lower that the
volatility of stock prices of the IT industry as a whol

H2b: The volatility of stock prices (to changes in economic conditions) of IT industry firms
whose products are ICB investments for their customers will be similar to the volatility of
firms in WUICB industries.

H3: The volatility of stock prices (to ahges in economic conditions) of IT industry firms
whose products primarily are INI investments for their customers will be higher that the
volatility of stock prices of the IT industry as a whole.

Hypotheses 2 and 3, in effect determine whether our ksynmgstion, that firms make ICB
investment before they make INI investments, is merited. In our empirical study, we do not
directly observe individual firmsd 1 nvest ment
economic conditions on the stock pricdgeevant firms in the IT and WUICB industries, we

can determine the extent to which firms are making INI investments.

3. Empirical Study - The Data

In this study, it was necessary to: (1) identify public firms in the IT indusiy thosein
WUICB indudries, (2) identify news sooessignaling a change in economic conditions, (3)
determine the price reaction for groups of firms to economic news, and (4) analyze the price
reaction for groups of firms to changes in economic conditions to test our hygsthes
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We chosetwo industries to represent WUICB industries: (1) Utilities, and (2) Transportation &
Freight (TF). We chose these industries for the following reasons: (1) The products of both these
industries are widelysed inputs by firms, just as mostnis use IT industry products to run
their business today, and (2) Utilities and TF are infrastrugitoeiding industries, similar to IT.
Moreover,this choicemimics the development of electricity and railroau€arr (2003) At the
six-digit NAICS level, eight utility sectorseleven TF sectorand twentyfive IT sectors
appeared in our data.
The USgovernment and independent agencies release a variety of monetary andnetary
information (e.g., the unemployment rate, personal income, consumer price index, durable goods
orders, producer price index, construction spending, gross national pradcgt,that is
indicative of economic condlans. Following the literature, we choseelatively comprehensive
set of 16different types ofevents.For each announcement, we computed a mavkejhted
price change for the announcement for each group (irydos sector, as needed for each
hypothesis) on the announcement day. We computed the price volatility forjgrouayt (R;)
as follows,
é. (l Pijt - Pij,t-l |3 Nij,t-l)
R, = 1
a (Pij,t—13 Nij,t-l)

where the price of the stock of comparng groupj at the end of trading dayis denoted by, ,
N, is the number of shares outstanding for firnm groupj, at the end of tradg dayt. R; is the
marketweighted price change for the firms in grgupn dayt. We compute the absolute value
of the change in price because we are interested in the magnitude of the change, not the direction.

4.Analysis & Results

4.1 Hypothesid

Our initial analysis focuses on whether there is a significant difference between the volatility of
IT industry andWUICB industry firms and whether IT volatility is decreasing and approaching
that of WUICB over time The three industries of interestcinde 44 sects at the sidigit
NAICS level We test the first hypothesis by estimatihg following model:

Volatilityj = bot+ 6, °UT + 5,5 TF+b5° Evenf+ b,° Yeag + bs°UT?Yeart+ b TF?Yeag + 6; (2)

whereVolatility;; is the volatility ofsectori, to eventj in yeart. We coded the IT industry as 0

and created two dummy variablésl and TF for the Utility and Transportation & Freight
industries, respectively. Equation (2) specifies a simple feféatts model with interactions. We
treatedyear as a catinuous variable, coding the year as follows: 0 for 1980, 1 for 1981, 2 for
1982, etc. The interaction terms between each WUICB industry (utility and TF) and year tests
whether the difference between IT and the relevant WUICB industry changes over time.
Estimation results for this model are reported in Tdble under t he @A Model 1.
space, we do not display the fixetfects coefficients for the variabkevent(15 coefficients) in

the table. First notice that the two main effects,Ufiecoefficient (-0.015) and th@F coefficient
(-0.008) are negative and highly significant (p<0.001). This suggests that over the entire period
from 1980 to 2007, the IT industry was very different than both WUICB industries. The
interaction term betweedT and Yearis not significant (p=0.41), indicating that the trend over
time is the same for both IT and utility industries. However, the interaction befresmdYear
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is negative and significant(Q.0002), indicating that the difference is amplified oveltifihis is

not a surprise since the TF industry hadyveigh volatility prior to 1985 The net effect shows
that on average, IT industry volatility is 1.5 percent higher than the utility industry and 0.82
percent higher than the TF industry.

4.2 Hypothess 2a and 2b

To test hypothesis 2a and 2b, we sought a group of IT industry firms that provide products that

are primarily ICB investments for firms. Consider firms tha@nage thecomputingfacilities

(MCF) of other firms (e.g., Electronic Data SystemAQDTechnology Solutions, Inc.). Demand

for the services of these firms is primarily
applications they currently use running smoothly. The demand for the services of these firms are

ICB investments for their aiomers. Investments in new IT applications (INI) are likely to have
little effect on MCF firms6é demand, wuntil the
IT firms that manage computing facilities are included in two NAICS codes, 5415131 88ad0.

The data indicates that the volatility of MCF firms has been consistently lower than that of other

| T firmsd over time and is very close to the
we estimated the following model:
Volatilityi; =bot+ b1°MCF + b,% Event+b3° Yeat + b,°MCFYeak + g (3)

We created a dummy variabCF (1 for IT firms in the MCF sectors andofherwise) We also

added an interaction terMCF Yearto examine the volatility oMCF firms over time. Note

that only IT irdustry firms are included in the estimation to test hypothesis 2a. The results are
reported in the col lRmsiitWdeMErkdectoRhave @ significantlya b | e
lower volatility (coefficient-0.009 and gvalue less than 0.001), than the othersectors. The
MCF?Yeag term is also significant and negative, suggesting that over time the volatility of MCF
firms has decreased relative to firms in the other IT sectors. Thus, hypothesis 2a is supported.
Hypothesis 2b states that the volatility MCF firms is similar to that of firms in the WUICB
industries. To test this hypothesis we use the model specified in equation (2). However, in this
case the IT data only includes MCF firms, which were coded as 0, while UT and TF firms were
codedas 1. Thesti mati on results are r elpodheseeedulisunder
indicate that MCF firmsé volatility is -signif
0.007), but the gap is shrinking (the interaction with year is positive witkefiagent of 0.0003).

Thus, MCF firms are becoming more utilifite. The comparison with the TF industry tells a

more interesting story. The volatility of MCF firms is not significantly different than that of TF,

both for the main effect (p =0.81) and tinéeraction effect with year (p=0.14). Together, these
results indicate that the products offered by MCF sector firms are very similar to products
offered by WUICB industry firms. The services offered by firms in these sectors are ICB
investments for theicustomers.

4.3 Hypotheses 3

To test hypothesis 3, we sought a group of IT industry firms that provide products that are
primarily I NI investments for firms and their
the past few years there has beemareased awareness that RFiBsed applications may have

become commercially viablé.ee and Ozalp 2007)We identified 12 public firms from the
Hoover 6s company i nf or mat i-based ploducta bra aneet ané a t P
additional condi t i o nusinesshsensR&IDdlated prosluits. e iresultsl i n e
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is greater than the IT industry as a whole (excluding firms in the RFID group). The results in the
ndi
group of firms is also much greater than the WUICB industry firms and the S&P500 firms
respectively. These results provide additional support for the logic upoh winicstudy is based.
IT industry firms that provide products that are necessary for the new IT applications being
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deployed by firms are much more sensitive to changes in economic conditions than firms whose
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5. Summary & Conclusions
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provide firms with opportmities to create value. Our results show that managers still believe that
IT provides opportunities to improve firm performance, even though some studies have found
that firms do not retain any of the value generated by IT investnfeiitsand Brynjolfsson

1996) Our results should be good news fofrélated professions: they are not in the process of

di

becoming an endangered species. Besides, this study provides evidence that many firms continue
to find new ways tause IT to improve performance. It should cause managers who were swayed

by Carr

0s

the economy as a who(Brynjolfsson and Saunders 2010)

Table 1: Hypothesis testing resus

a-visg thewedecisisns tegardingeinvestments in new IT applications.
Moreover, continued investments in new IT applications by firms should also be goofbnews

Hypothesis 1| Hypothesis2a | Hypothesis2hb Hypothesis 3
Model 2.1 Model 2.2 Model 3.1 Model 3.2 Model 3.3

Variables Model 1.1 (vs. IT) (vs. UT&TF) | (vs. other IT) | (vs WUICB) (vs SP500)
Intercept 0.024 *** 0.025 *** 0.015 *** 0.027 *** 0.012 *** 0.010 ***
UT_Dummy -0.015 *** - -0.007 *** - - -
TF_Dummy -0.008 *** - -0.0001 - - -
Year 0.0002 *** 0.002 *** -0.000 0.0001 *** 0.0001 *** 0.00004
UT_Dummy x Year 0.00003 - 0.0003 *** - - -
TF_Dummy x Year| -0.0002 *** - 0.000 - - -
MCF - -0.009 *** - - - -
MCF x Year - -0.0002*** - - - -
RFID - - - 0.008 *** 0.022 *** 0.027 ***
RFID x Year - - - -0.00008 -0.0004 0.0000
Event Included Included Included Included Included included
R-square 0.058 0.02 0.018 0.01 0.082 0.094
F-Value 308.35 *** 62.02 *** 45,15 *** 35.75 *** 245,24 *** 52.46
df 20 18 20 18 18 18
N 99448 55730 49107 99557 48792 9103

*** gignificant at 0.001
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Abstract

Personalization and recommendation systems are being increasingly utilized by ecommerce
firms to provide personalized product offeringstovisio at t he fThesersystemsve b s
often recommenthultiple items (referred to as an offer set) that might be of interest to a visitor.
When making recommendations firms typically attempt to maximize their expected payoffs from
the offer set. Thisgper examines how a firm can maximize its expected payoffs by leveraging

the knowledge of the profiles of visitors to their site. We provide a methodology that accounts for

the interactions among items in an offer set in order to determine the expeabdéd Igaytifying

the optimal offer set is a difficult problem when the number of candidate items to recommend is
large. We develop an efficient heuristic for this problem, and show that it performs well.

Keywords: Personalization, recommendatiorg@nmece, probability theory

1. Introduction

Effective personalization <can help firms red
customer loyalty. This, in turn, translates into increased cash inflows and enhanced profitability
(Ansari and Mela 2003). Eant research has shown that in electronic shopping environments,
personalized product recommendation enable customers to identify superior products with less
effort (Haubl and Trifts 2000)These works have demonstrated that personalization can be an
effective tool for firms.

The personalization process consists of two important activiteesning and matching
Learning involves collecting data from a cust
inferences from t he dfietFarinatinoeyuthe relehamt profiesfdr a me r 6
customer may be her membership in one of several possible demographic or psychographic
segments, which could be based on age, gender, zip code, income, political beliefs, etc.
(Montgomery et al. 2001, Wall &et Journal October 17 2007). Matching is the process of
identifying products to recommend based on v
Naturally, the quality of a customerés profil
quality rcommendations targeted towards sales (viz., the matching ability).

In this research, we examine how a firm can maximize its expected payoffs when making
recommendations to users by leveraging the knowledge of the profiles of visitors to the site. In
orderto identify the best set of items to offer (e.g., links on a page to a set of recommended items
that we call theoffer se}, a firm would first need a methodology to evaluate the expected payoff
given an offer set. Then, the optimal offer set can bemeted by selecting the set of items that
maximizes the expected payoff for each page requested by the visitor based on what the firm
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knows about the vi si tldyraddghe profie.rno dvaluate the expedted e n o t
payoffs from an offer sethe firm would need to evaluate the likelihood of each offered item

being viewed and eventually purchased. The probability that an item will be viewed when
provided in an offer set depends not only on the probability parameters associated with the item
itself, but also on the other items in the offer set. Therefore, the interaction among items in an
offer set should be accounted for when evaluating the expected payoffs from that offer set.

Extant literature has not formally analyzed the impact of the ceitigo of an offer set on the
resultant expected payoffs. Existing approaches that consider multiple recommendations
typically sortthe items identified for recommendatiby some criteria and simply take the top

items to recommend (Huang et al. 20041ai@ 2002). A novelty of the proposed approach is
that it explicitly studies the impact of an item in the offer set on the probability of other items in
the offer set being viewed and ultimately purchased when calculating the expected payoffs from
that offer set.

In the next section, we present the framework to evaluate the expected payoffs from an offer set.
A firm can evaluate all feasible offer sets using this framework and select the optimal one. We
present in Section 3 an efficient heuristic appraactietermine the offer sets quickly when the
number of sets to evaluate is large. Section 4 discusses experiments to evaluate the performance
of the proposed approach. Concluding remarks are provided in Section 5.

2. Evaluating the Expected Payoff froman Offer Set

The interactions between a visitor and the site are iterative in nature, with the firm providing a
new offer set at each interaction (i.e., each time the visitor makes a page request). Given an offer
set, the visitor may either view detailadfarmation on one of the offered items or ignore the
offer set. When the visitor views information on one of the items i(ydyy clicking on the
appropriate link, the site provides detailed product information for iiteatong with a new offer

set (i.e, a new set of recommendations) in case the visitor does not like the product. If, on
viewing the information on iter, the visitor decides to purchase that item, it results in a payoff

to the firm. If the visitor does not purchase that item, then ifitowhas the option of selecting

an item from the new offer set for further evaluation, and the process repeats.

A visitordés decisions are driven by the visit
visitor. A Vi si tadbhydhe setpof podsiblé @dassegsthe vigtgr mayshe a t e
member of, accompanied by the probability associated with each class. At any point in time, the
visitordéds item history iese akprobability distobutionhokthes i t e ;
visitords profile information gi v eP|H)foreeackhi si t o
a, (details of the belief revision process are suppressed for lack of space). To estimate the
probability that a given visitor purchases an offered itgrthe site needs to estimate the joint
probability distribution of the visitor viewing the itenw;)( purchasing the itemsj and the
visitoros profile, 1. e.PsVvlHgforedcheThisipgobabibty t he |
can be expreed as:

P(s,v;,aillH)= P(s|IH,v;,&)P(vj|IH &) P(ai|IH).

Given an offerset§d and the knowledge about the visito
expected payoff from that offer s&R(O)) in the following manner:
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EPO)=4 & P(sj‘IH .a,v;,0)P(v,|IH,a,0)P(a|IH)w,,
g i;10
where ¥; is the profit realized from sales of itém

To operationalize this framework, the firm would need to estimate the following probability
parameters associated with the choices made by the visitor.
1 The probability that a visitor associdtavith a given profile and item history will view
itemi; when presented with an offer $&t{i,, éin}, i.e., P(vi|lH,a;,0).
1 The probability that such a visitor will purchase itgrafter viewing information on that
item, i.e.,P(s]IH,v;,&;,0).

It would be difficult to directly estimate these parameters from historical thet@ause the
number of feasibleombinations oftem histories and offer sets would be typically very large.
On the other hand, the site may relatively easily estimate the probalf{igiH,a) and
P(s|IH,v;,a) using techniques such associationrule mining (Agrawal and Srikant 1994) or
other probabilistic approachereese et al. 19980 estimate the probability that an offered
item will be viewedP(vj|IH,a;,0), the firm ca first normalize the probabilities associated with
the visitor viewing each of the itenfgvj|IH,a) in the offer set to 1. This assumes that the visitor
will view at least one of the offered items. Theconditional probability thathe visitor will

view an offereditem (i.e., without assuming the itr must view an offered item) can be
calculated by multiplying the normalized probability of the visitor viewing an item with the
probability that the visitor will view at least one of the offered itemsedtanate the probability

that the visitor will view at least one of the items, the firm can first estimate the probability of the
visitor not viewing any of the offered items (thus allowing for the situation where a visitor leaves
the site without makingny purchases), which is one minus the probability that the visitor will
view at least one of the offered items.

We assume the probability that a user will purchase an item after viewing information on that
item is independent of the other offereditegns ven t he wuser6s <cl ass, us
fact that the user has viewed that item among the offered items, i.e., we &sliFhg;,a;,0) =
P(slH,v;,a).

3. Determining the Offer Set

We considertie  f i r mo6 ® beodmg where it wiglsto select the offer set (including a
predetermined number of item} that maximizes its expected payaoffeach interaction with a

visitorr An obvious way to identify the ofifaar set
interactionwould be b evaluate all feasible offer sets and then provide the offer set that leads to
the highest expected payoff. However, when the number of items for consideration is large it
may not be feasible to evaluate all possible offer sets in real time. We deve&ipcemt

heuristic approach to determine the offer set in such situations.

Our approach selects items to include in the offer seigreedymannerlin the first iteration, the
algorithm identifies the optimal offer set of size 1 (based on expectedfgayn subsequent
iteratiors, each remaining item igvaluated for inclusion in the offer seth& algorithm

calculates and compares the expected payoffs from offeolsttimedby adding an item to the
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currentoffer setandincludes in theoffer set he item that leaglto the highest expected payoff

The complexity of our algorithm i©(n*K), wheren is the cardinality of the offer set amkdis

the total number of items the site considers. The complexity for the optimal approach through
exhaustive seah isO(K").

4. Experiments
To validate our approach we have performed simulated experiments. We use expected payoffs

from the identified offer sets as a measure of performance. We compare the performance of the
proposed approach with that of the optifiér set for many problem instances.

Il n our experiments, we used a binary <cl ass
probabilities associated with viewing an iteffvj|IH,&) based on a uniform distributipn
U[0.1,0.7] We expect the pralbilities associated with an item being viewed by merloéra

class and the iterheing purchased by members of that class to be correlated. Therefore, the
probabilities associated withembers of a class purchasing an it(g|IH,v;,a) were generated
based on a uniform distribution that is correlated wité distributios associated with members

of that class viewing the item (correlation level of 0.2 was used in the reported experiments),
andnormalized to be between 0 and 0.Bhe profit from eaclitem is assumed to be the same
and equal to .1

Table 1. Comparison with Optimal

Profile Probability Rank Difference in
for one Class Expected Payoff

0 1 0%
0.1 2 -0.24%
0.2 1 0%
0.3 2 -0.15%
0.4 1 0%
0.5 1 0%
0.6 2 -0.79%
0.7 1 0%
0.8 1 0%
0.9 1 0%

1 1 0%

To determine the optimablution we evaluated the expected payoffs from all possible offer sets
and seledd the one that provides the highest expected payoff. In these experiments, the
cardinality of the offer set is 8 and there are 4bdidate items. This leads to 76,904,685
possible offer sets to evaluatéor a given profile distribution, the proposed approach was
implemented first to determine thaptimal offer set. The expected payoff from the offer set
identified by the proposed pmpach was compared with the expected payoff femery feasible
offer set We recorded the rank of the expected payoff from this offer set compared to all other
offer sets and the percentage difference of the expected payoff from this offer set frohihbat
optimal offer set. We repeated the experiments on the same dataset for 11 different user profile
distributions (profile probability for one class ranging from 0 to 1 in increments of Ch¢). T
results of thesexperiments arpresentedn Table 1
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The results of these preliminary experiments are very promising, hengroposed approach
perfoms extremely well in all the experiments. It is able to identify the best or second best offer
sets in all the experiments (even when there are in excesswllidé alternative solutions!).

5. Conclusion and Discussions

Firms typically make multiple recommendations to visitors traversing their sites. However,
extant research has not addressed how the multiple items in an offer set impaictteacim 6
viewing and purchasgpr obabi | i ti es and hence a firmbds ex
study how a firm should compose the offer set to maximize its payoffs from the
recommendations. We propose an efficient heuristic algorithm to determine the oftprcdis

when there are a large number of items that are considered for inclusion in the offer set.
Preliminary experiments demonstrate that the heuristic perforery well compared to the

optimal approachWe are conducting additional experiments to debee how robust our
approach is for di fferent probl em parameter s
objective where it wishes to maximize its expected payoff over the entire duration of a session.
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Abstract
Community source has been touted t@almew software development model in bhiernetera,
in which a group of firms cdevelop the community software. This appfomay reduce the
software development costs as well as the risk of software failures. We study firm decision on
whether to join the community to develop the software initially or wait to adopt the software until
it is successfully developed. We find tiwaether a firm chooses to be a community developer is
largely determined by the tradeoff between the control on the software features, the cost savings
and the licensing fee. Further, the community organizer could control the size of the community
by setthg an appropriate licensing fee.

Keywords: Communitpased, software developmenta®velopment, community formation

1. Introduction

Complex and specific business requirements nowadays oftprire firms to create
proprietary software that is tightlypapled withtheir business processes. However, this approach
often requiressignificantcommitment in software development effort (costs) andathikity to
control software project failure risk$n recent years, & have seen a great deal of emphasis on
extending beyon& f iboumdarges to coreatebusinesyalues with other firmgFeller, et al.

2008) Community source is one novel software development model that has garnered increasing
attention from the industry to be an alternative form of softwlakelopment model. Essentially,

the model involves firms participating in interorganizational collaboration and communication to
co-develop softwardWheeler 2007) The community source approach is essentially a hybrid
model of proprietary development angden source in the sense that a group of firms join the
community to develop the software and retain intellectual rights of the software developed in the
community.

Open source has emerged in recent years to be one of the innovative models to create
software. However, open source approach has its limitation. First, feature sets that are developed
in open source are typically standard or common featurgsetgit and Metiu 2001)Second,
the design of open source software is typically controlled by a fple, and thus not all
participants have direct influence over the final software pro@Reymond 2001)Lastly, from
a firm perspective, there is stildl the quest
goodo i n the op¢éamlObuimfack thecechasrbeen debate about how firms
should utilize open source. Community source model represents an alternative to collective
development effort that allows firms to harness the overall efforts from a group of firms.

Co-development okoftware introduces the benefits of cost reduction and risk sharing.
The cost aspect is simply tlieconomics of scafeeffect, in which more firmshoulderthe
development costtogether,thus achievinga costsharing effect. Software development also
involvescomplexand extensiveisks, and many projectsftenends up in failure. The risks are
especially severe if IT is not the core business capability of the Hiomever, participating
early in the software development process allows firms to exeg mfluence on the software
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design. Furthermore, firms that participate in software development could enjoy the benefits of
acquiring licensing fees from other firms should the software project turns out to be successful.

In this study, we consider a filem in which firms have the options to-develop the
software in a communitef firms or wait till the software is produced by the community and
then adopt the software by paying a |icensin
decision about #h timing of adopting the software. That ikosld a firm join the community
initially to develop the softwarer wait until the software product is more matutéder what
circumstances will a larger community in software development be beneficial efeottware
developers and/or for all the potential users of the software? How to optimally set up a licensing
fee? How are the decisions different from those in an open source community (when the
licensing fee is zero)?

In this project, we developed a tretical model to examine the formation of a
communitytoced evel op software. We found that the i.1
community is largely determined by a tradeoff between (a) joining the community earlier by
incurring a software devabment cost and asserting control on the software features with the
potential of receiving licensing fees in the future if the software is successfully developed and (b)
joining the community later by paying a licensing fee once the software is complétdess
control on the software features. We also found that a social organizer who aims to maximize the
social welfare may discourage a large crowd in developing the software in the first period when
the cost of developing software is relatively high.

2. Model

We assume there amdfirms in the market. Each firm makes the decisionegherco-
developng the software with other firms in period T € 1) or adoping the completed software
in period 2 T = 2). Codevelopment irperiod 1 allows a firm to participate in the design and
implementationof the software and therefore ultimately enjoys the advantage of creating a
software product that matchegell with its requiremerst On the other hand, participating in
software develpment involves rislof certain project failure. If a firm waits untihe second
period to adopt the software, it can avoid unsuccessful psojectwever, it could miss the
opportunity to exert influence on successful prgett that case, the firm caonly adopt
software thatnaynot completely meet its requirement

A successful project generates valge= 1, with each firm having its own private
software valuation cf - 1. We usez to capture the effect of lack of contriol software design
for firms that adopt the software in period 2., i.e., a firm with software valuatién bfin
period 1 will have a valuation oft@ - 1 if the firm chooss to adopt the software in period 2
rather than develagthe sofware in periodl. We assumé is distributed in the firm population
with a distribution function off(€). The function is differentiable with density function
F'(8)=f(8). In period 1,the total development cost is equally sharechoagst the
collaborating firms.Let C(#,) be the average development cdst; 8, is the number firms
participaing in softwaredevelopment. Bxante firms are awartinatthe project has a probability
of succesy. When the projedailed, the project value is O.

Let the private valuation of softwar@ = &, for firms participating in the software
developmentIn the second period, theompletedsoftware is licensed to the remaining firms
with a licensing feé. Denote(#, — &, ) to be the number of firms choose to pay the licensing fee
and adopt the software, the average licensing income for the developing fikilit, ,,[).
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Figure 1 shows the segments of population firms participating in the softwagl®pieent and
software adoption, respectively.

Firms that adopt the Firms that develop
software the zoftware
L |
[ 1 \
L 1 | ]
2 6, 1

Software valnation

Figure 1. Software development and adoption as captur@¢hog?,

We assume payoff is realized in period 1 for a firm that participates in software
development in the first peripdnd payoff is realized in period 2 if the firm chooses to adopt the
software.Thus, we can writaf i r md swhenat gdodtsfthe software in period 2 as

y(at, —1)
whereama f i rmés payoff 1 f it joins the community
vy — C(6y) +yL(84,6,.1)

We assume all firms that participate in developing the software share the development
cost equallyThe average development cost is

€ €
1 + number of firms develop the software 14 (1—8,)

E(E‘Iij =

wherec is the total development co&imilarly, firms that develop software enjoy the licensing
fee paymentrom the firms that adopt the software in period 2. aherage licensing fee paid is

I - number of firms adopt the software  [(8, — 8,)

L(#,,8,,1)= =
(81,62, 1) 1 + number of firms develop the software 14+ (1—6,)

A firm will choosetocedevel op the software in period 1 i
period 206s payoff

€ yl(8; — 65)
[2_'91] (2_'91:]

Y6, zy(ad;, —1) )

Firms will adopt the software in the second period if the payoff ismegative
y(af, —1) =0

Consequently, theptimal number of firmshatdevelop and adopt the softwase

L @

o;=1+V1i-4, 6
(#

[y

whered = ﬁ(& - 1{2 - E)) We thus can observe the results stated in Lemma 1.

Lemma 1: The equilibrium size of developers (in period one) is decreasing end ¢, and
increasing iny andl. That is,
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Due to space limitation, all proofs are omitted anevailable upon request.

Lemma 1 is intuitive:if firms expect the software design is likely to misaligned with their
requrements , firms have a natural tendenof/joining the community in the first period

to develop the software h€ more valuable the software is in the second period, or the higher the
development cost, the leskely firms will join the commaity to develop the software in the
first period. On the contrarwyhen it ismore likely that the projeawill be succesful or the
higher the licensing fee in the second periody there firmswill participate in the first period.

2.1 Optimal Licensing Fee {)
We <consider t wo ways to set the opti mal I
perspective, anthe otheiis from the software developer perspective.

Maximize the Welfare of theSoftware Developer
For firms thatparticipae in softwaredevelopmenin Period 1, the payoff function is

3)

Proposition 1 The optimal licensing fee that maximizes the payoff of saftare developers is
determined by the following condition:

(4)

Corollary 1: The optimal licensing fee is increasing in bothand ¢ and decreasing iry.

As discussegreviously the licensing fee of the software is a design variable that can be used to
manage/control the community formation. From Corollary 1, we can see that, when the value of
the software is high or vém the software development cost is higgsuming thatirms have a
natural tendency to avoid participation in the first pertbé,community organizer should raise

the licensing fee to discouragiee i w @ngotstrategy, andwhenthe softwareproject ismore

likely to succeedfirms may have more confidence in joinitige communityin the first period.

In this case, the organizer cowddt a lower licensing fee to encourage adoption of software in
the second period.

Maximize the Social Welfare
Based orthe optimal and#®,, the social planner function can be written as

)
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